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## Preface

Writing a book is an adventure. To begin with, it is a toy and an amusement; then it becomes a mistress, and then it becomes a master, and then a tyrant. The last phase is that just as you are about to be reconciled to your servitude, you kill the monster, and fling him out to the public.
W. Churchill

This book deals with the mathematical analysis of deterministic and stochastic problems arising in the theory of the electromagnetics in complex media.

The most primitive electrical and magnetic phenomena (the attraction of a husk of grain to rubbed amber ${ }^{1}$ and of iron to lodestone) were undoubtedly observed before recorded history. However, these phenomena were first registered in antiquity by Thales of Miletus (ca. 585 B.C.). The first reported attempt at a "scientific" explanation of magnetism ${ }^{2}$ was by Lucretius (first century B.C.). For a concise account of the history of electromagnetism, see, e.g., [83], [150], [348].

The fascinating story of complex media started in the last part of the nineteenth century and the early years of the twentieth. After Maxwell unified optics with electricity and magnetism, it became possible to establish the connection between optical activity and the electromagnetic parameters of materials (some historical comments can be found in Chapter 1). Until the 1960s, electromagnetic researchers focussed on vacuum, or metals, or dielectric media. Sporadic attention to general electromagnetic media emerged rather slowly and was limited to a theoretical level until the mid-1980s. Since then, though, the landscape has changed drastically, at first mainly because of the technological importance of chiral materials at microwave frequencies, more recently because of the vast progress being made in theoretical and experimental research in complex media electromagnetics. Intense research that has resulted in an impressively extensive bibliography on electromagnetic fields in complex (and in particular chiral) media appeared in

[^0]the applied physics and engineering communities. Results for complex media electromagnetics within a framework of rigorous mathematical analysis are much fewer, however, having started to appear only in the mid-1990s. Publications in this field have dealt mostly with time-harmonic deterministic problems, followed by deterministic problems in the time domain and finally problems related to the effects of randomness on the evolution and behaviour of electromagnetic fields. Although the research in these areas now constitutes a distinct, well-established branch of applied mathematics, no monograph has appeared treating this field as such. Our purpose in this book is to take a step toward filling this gap by describing the major developments in this field as presented in the work of many researchers, including the authors of this book. In addition, the book includes results (e.g., parts of Chapters 8, 9, 10 and 13, Chapter 11, and Chapter 14) that have not previously been published elsewhere.

The audience for this monograph is expected to comprise researchers and graduate students in applied mathematics, applied analysis, applied stochastic analysis, applied physics, electrical engineering, telecommunications, etc. Had this book been written thirty years ago, one could have said - lightheartedly - that it was addressed mainly to applied mathematicians of the French school. However, the concepts that were perhaps considered abstract applied analysis a few years ago have now entered the mainstream of applied mathematics (and rightly so). Techniques from functional analysis or the abstract theory of differential equations are now widely used in the study of applied problems, to gain qualitative information on the behaviour of systems and even to make progress in the numerical analysis of a variety of problems. This book should therefore be of interest to applied mathematicians desirous of using advanced concepts from mathematical analysis and the theory of partial differential equations (PDEs) in the study of physical and engineering problems, in particular problems in electromagnetics, and also to engineers and physicists who wish to obtain a deeper understanding of the physical models and their potentials and limitations. The latter turn out to be more important than the former in a number of cases! The concept of well posedness ${ }^{3}$ proves to be extremely important in this respect: a physical model is often a formal statement of physical postulates expressed in mathematical language; however, unless one checks the grammar and the syntax of the statement and shows that it is correct, the statement is of little use to anyone. The well posedeness of a system (consisting of differential equations plus initial orboundary conditions) describing some model can thus be used as an internal consistency check of the modelling; if the system fails to be well posed, then one has to go back to the drawing board and even reconsider the physical assumptions employed in the model. This step is very important before one proceeds to the numerical treatment of the models. It is not coincidental that solvability methods, e.g., the Faedo-Galerkin

[^1]method, may turn into powerful numerical techniques for the numerical approximation of various problems. The other issues addressed in this book are also of dual interest, to applied mathematicians and engineers and physicists alike. Control theory is the mathematical study of how to manipulate the parameters affecting the behaviour of a system so as to produce a desired or optimal outcome. Homogenisation deals with material properties in heterogeneous media; they can frequently be described by their effective behaviour, i.e., there is a homogeneous medium, the effective medium, whose material properties are close to those of the real medium when measured on long space-time scales. A process of averaging, or homogenisation, takes place so that the complicated small-scale structure of the material is replaced by an asymptotically equivalent homogeneous structure. Homogenisation as a mathematical problem treats the asymptotic behaviour of solutions of PDEs with rapidly changing coefficients. A variety of computational aspects (Sections $4.6,5.9,6.4 .2,7.5 .2,12.5 .2,12.5 .3$ ) will probably be of interest to the book's readers.

As the title indicates, both deterministic and stochastic ${ }^{4}$ problems are treated - an unusual combination for a single text.

The book is divided into five parts. Part 1 refers to preliminary concepts: Chapter 1 provides a general introduction and some historical comments on complex media, while in Chapter 2 we introduce the Maxwell equations and discuss constitutive relations; additionally, we describe the problems treated in this book. Chapter 3 deals with the function spaces and operators needed in mathematical electromagnetic theory. Part 2 deals with time-harmonic deterministic problems: in Chapter 4 we consider solvability issues for spatially dependent media, while in Chapters 5 and 6 we consider a variety of scattering problems in homogeneous media. Part 3 treats time-dependent deterministic problems: Chapter 7 provides a study of solvability of the Maxwell equations for the most general linear media in the time domain. In Chapter 8 we study controllability issues, and in Chapter 9 we deal with homogenisation problems. Chapter 10 is an introductory chapter on scattering theory in the time domain, while Chapter 11 is an introduction to the mathematical theory for nonlinear complex media. Part 4 deals with stochastic problems: Chapter 12 provides well-posedness results for stochastic media, Chapter 13 focuses on stochastic controllability issues and Chapter 14 deals with stochastic homogenisation. The trinity well posedness - controllability - homogenisation is the common underlying framework of these two parts. Since we aim at a rather broad and diverse audience, we have decided to include some material that should facilitate the access of mathematicians of a more applied persuasion or engineers and physicists to the material of the book. Hence, Part 5 contains five appendices that, for the convenience of the reader, include useful facts from functional analysis (Appendix A), stochastic analysis (Appendix B), elliptic homogenisation theory (Appendix

[^2]C) and dyadic analysis (Appendix D); Appendix E is a list of notations and abbreviations used throughout the book.

It would not be possible to end this preface without expressing our acknowledgements to a number of people. First, collectively:
$\triangleright$ We are indebted to George Dassios, a good friend and great colleague, for writing Appendix D, containing a short introduction to dyadic analysis.
$\triangleright$ Several friends and collaborators have been a constant source of inspiration. We wish to thank our co-authors of papers on topics related to the mathematical analysis of complex media electromagnetics: Christos E. Athanasiadis, Gerassimos Barbatis, George Costakis, Patrick Courilleau, Dimitri Frantzeskakis, Thierry Horsin, Andreas Ioannidis, Nikos Kavallaris, Gerhard Kristensson, Kostas Liaskos, Paul A. Martin, Roland Potthast and Thanassis Spyropoulos.
$\triangleright$ It has been an intellectual pleasure and a mathematical experience to talk with Nicolas Charalambakis, Gerhard Kristensson, François Murat and George C. Papanicolaou.
$\triangleright$ Special thanks to the press's two anonymous reviewers, whose suggestions and constructive criticism resulted in a substantially improved manuscript.
$\triangleright$ We also thank the editorial staff of Princeton University Press, in particular Vickie Kearn, Stefani Wexler and Leslie Grundfest, for a most professional and friendly collaboration and for their patience and understanding. Further, we thank Marjorie Pannell for her superb copyediting work.
$\triangleright$ Regarding the typesetting, the times when we referred to More Math Into $L^{A} T_{E} X$, by G. Grätzer (4th ed., Springer, New York, 2007) have indeed been uncountable!
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## PART 1

Modelling and Mathematical Preliminaries

This page intentionally left blank

## Chapter One

## Complex Media

In recent years technology has replaced Hercules as far as the labours are concerned: the progress in theoretical studies, followed by impressive experimental work and achievements, is reaching the everyday lives of ordinary people and is rapidly changing our habits and lives.

A big part of this technological revolution, which emerged in the late twentieth century and is propagating with increasing speed and expanding front, is the result of complex media. Complex media are artificial materials exhibiting properties, based on their structure rather than their composition, superior to those in naturally existing materials. Nevertheless, there certainly do exist materials in nature displaying "exotic" properties.

A characteristic of a fast-growing research area, such as the one concerned with the study of complex media, is its interdisciplinary nature; scientists from a wide provenance spectrum, including electrical engineering, electromagnetics, solid state physics, microwave and antenna engineering, optoelectronics, classical optics, materials science, semiconductor engineering, and nanoscience, are engaged in this field. Of course, mathematics has its usual share, as well!

A discrimination between left and right has proved to be a fertile concept in the many branches of science that feed into electromagnetics: handedness is a term that is used extensively in the complex media ${ }^{1}$ literature. There are actually three notions of handedness of interest in electromagnetics ${ }^{2}$ :

Left-handedness: The term left-handed as a description of a certain class of metamaterials springs from the handedness of the vector triplet $(E, H, K)$ ( $E$ being the electric field, $H$ the magnetic field, and $K$ the wave vector ${ }^{3}$, respectively) of a linearly ${ }^{4}$ polarised wave propagating in such media. This type of left-handedness refers to materials whose electric permittivity and magnetic permeability are both negative. The theoretical prediction of their existence was made by V. Veselago [420] in 1964.

[^3]Handedness of a circularly ${ }^{5}$ polarised wave: In the electrical engineering community, handedness is manifested in relation to polarisation, which refers to the direction and behaviour of the electric field vector, which in the case of circular (or elliptical) polarisation exhibits a form of helicity (or handedness). The wave propagates in a certain direction, and (for isotropic media) the electric field is transverse. In the transverse plane, the temporal oscillations of the field vector are described by an ellipse or a circle (in the case of linear polarisation, the ellipse shrinks to a straight line). Along its direction of propagation, the wave may rotate to the left or to the right. Of course, these notions are meaningless unless one of them is properly defined: according to the U.S. Federal Standard 1037C (http://www.its.bldrdoc.gov/fs-1037/), the polarisation is defined as right-handed if the temporal rotation is clockwise when viewed from the transmitter (in the propagation direction) and lefthanded if the rotation is counterclockwise. By contrast, astronomers look towards the source (transmitter), and therefore in the direction opposite that in which the wave propagates; hence the terms "clockwise" and "counterclockwise" attribute meanings opposite to right- and left-handedness. Nevertheless, the handedness of a specific object remains invariant under orthogonal transformations.

Chirality and geometry: Handedness is a characteristic of material objects, such as corkscrews, doors, cookers, sinks, computer mice, keyboards, scissors, and a variety of construction tools. The mirror image of a right-handed object is the same as the original except that it is left-handed (the original image cannot be superimposed on its mirror image.) A nonhanded object remains the same within this mirror-image operation ${ }^{6}$ since, after imaging, it can be brought into congruence with the original by simple translations and rotations. A handed object is called chiral (a term coined in 1888 by Kelvin ${ }^{7}$, from the Greek word $\chi \varepsilon i \varrho$, meaning "hand"). Chiral media possess optical activity, or the ability to rotate the plane of polarisation of a beam of light passing through them. The relation between the chiral (micro)structure and the (macroscopic) optical rotation was discovered by Pasteur in the 1840s. The mirror-image operation is also called parity transformation (all spatial axes are reversed when parity is changed); it is a fundamental property of

[^4]physics that parity symmetry is broken in subatomic interactions. On several different scales and levels of nature, parity is not balanced. From amino acids through bacteria, winding plants and right-handed human beings to spiral galaxies, one of the handednesses dominates the other. The handedness of an optically active substance is called dextrorotary (resp., levorotary) if polarised light is rotated clockwise (resp., anticlockwise) as the observer faces the substance, with the substance between the observer and the light source. The handedness is indicated by prefixing " $d-$ " (resp., " $l-$ ") to the substance's name. ${ }^{8}$

In geometry, an object is chiral if it does not coincide with its image under rotations and translations: in three dimensions any object with a plane of symmetry or a centre of symmetry is not chiral, but there are objects that, although they have neither a plane of symmetry nor a centre of symmetry, they are nonchiral. In two dimensions, any bounded nonchiral figure has an axis of symmetry. Typical chiral ones in two dimensions are rhomboids and spirals, while in three dimensions they are irregular tetrahedra ${ }^{9}$ and Möbius strips.

A right-handed object and its corresponding left-handed object would be considered identical by usual symmetry. So, in what sense do the three above ways of looking at handedness differ, as far as the left-right classification is concerned? Obviously, the circular-polarisation-based handedness property is fully symmetric. Although the conventions differ and the definitions of left- and right-handedness are not alike in different scientific fields, the handedness of the polarisation in dipole antennas is only a matter of phase shift. Only metamaterials (which according to certain definitions cannot exist naturally) can display material parameters that are both simultaneously negative. As left-handed materials they belong to a class of media that by no means can be considered to be identified with that of the right-handed ones. As far as structural chirality is concerned, if all DNA molecules ${ }^{10}$ were to twist in the right-handed sense, there would be no chance of the opposite handedness surviving. This is the reason that justifies the use of the term dyssymmetry ${ }^{11}$ for this specific type of partial asymmetry. This phenomenon was discovered in 1811 by Arago [16], experimenting with quartz crystals (an anisotropic material), and one year later by Biot [63],

[^5]experimenting with turpentine vapour (an isotropic medium). Fresnel also examined optical activity in a chiral medium [154], as did in 1842 Cauchy [90]; this was the first mathematical study of chirality. The answer to the question of what is this strange property of media that makes them optically active was given by Pasteur in 1848 [345]: he noticed that two substances that were chemically identical in the classification scheme at the time but that had physical structures that were mirror images of each other exhibited different physical properties. Thus, Pasteur introduced geometry into chemistry and originated the branch of chemistry today called stereochemistry. Much more recently the studies of Prelog were extremely important; he shared ${ }^{12}$ the 1975 Nobel Prize in Chemistry for his work in the field of natural compounds and stereochemistry. His lecture [351] at the Nobel Prize award ceremony regarding the rôle of chirality in chemistry, is very interesting.

Although they contain identical atoms in equal numbers, enantiomers ${ }^{13}$ can, as mentioned above, have different properties. As Lakhtakia has written [272], "one enantiomer of the chiral compound thalidomide may be used to cure morning sickness, but its mirror image induces fetal malformation. Aspartame, a common artificial sweetener, is one of the four enantiomers of a dipeptive derivative. Of these four, one (i.e. aspartame) is sweet, another is bitter, while the remaining two are tasteless. Of the approximately 1850 natural, semisynthetic and synthetic drugs marketed these days, no less than 1045 can exist as two or more enantiomers; but only 570 were being marketed in the late 1980s as single enantiomers, 61 of which were totally synthetic. But since 1992, the U.S. Food and Drug Administration has insisted that only one enantiomer of a chiral drug be brought into market." Another example is mint flavored chewing gums containing chiral enantiomers; they create a different taste sensation to different people because the human taste sensors contain chiral molecules.

The great philosopher Kant was probably the first eminent scholar to point out the philosophical significance of mirror operations. The interested reader may refer to Section 13 of his 1783 "Prolegomena to Any Future Metaphysics" [222], where a most interesting discussion involving the notion of what is today called chirality is found.

Some of the history of the development of ideas about chirality may be found in the monographs [273], [268], [289] and the papers [272], [142], [213]. Also, the general audience oriented-books [158], [212] are very inspiring. See also [188].

The formalisation of the mathematical description of electrostatics took place around 1800, by giants such as J. L. Lagrange, P.-S. Laplace, S.-D. Poisson, G. Green and C. F. Gauss. However, there was no idea at the time of how electricity and magnetism were related. It was another giant, J. C.

[^6]Maxwell, who in the 1860s unified optics with electricity and magnetism in his monumental $A$ Treatise on Electricity and Magnetism, first published in 1873 [306]. For a concise account of the history of electromagnetism, see, e.g., [83], [150], [348].

In the last part of the nineteenth century, after Maxwell's unification, it became possible to establish the connection between optical activity and the electromagnetic parameters of materials. In 1914, Lindman was the first to demonstrate the effect of a chiral medium on electromagnetic waves (his work in this field was about forty years ahead of that of other scientists); he devised a macroscopic model for the phenomenon of "optical" activity that used microwaves instead of light and wire spirals instead of chiral molecules. His related work was published in 1920 and 1922; for a very interesting account of Lindman's work, see [288].

At the macroscopic level, the Maxwell equations read

$$
\begin{array}{ll}
\operatorname{curl} H=\partial_{t} D+J, & \text { Ampère's law } \\
\operatorname{curl} E=-\partial_{t} B, & \text { Faraday's law } \\
\operatorname{div} D=\rho, \operatorname{div} B=0, & \text { Gauss's laws }
\end{array}
$$

where $E, H$ are the electric and the magnetic field, $D, B$ are the electric and magnetic flux densities, $J$ is the electric current density, and $\rho$ is the density of the (externally impressed) electric charge.

This system contains eight equations (three from each of the first two "vector" laws and one from each of the "scalar" Gauss laws) but twelve unknowns (three components for each of the vector fields $E, H, D, B$ ). Constitutive relations, i.e., relations of the form

$$
D=D(E, H), B=B(E, H)
$$

must therefore be introduced. As is well known, constitutive relations are relations between physical quantities that are specific to a material or substance, and approximate the response of that material to external forces. Some constitutive equations are simply phenomenological; others are derived from first principles. This topic is discussed in Chapter 2.

Intensive research that has resulted in an impressively extensive bibliography on electromagnetic fields in complex (and in particular in chiral) media has appeared in the applied physics and engineering communities since the mid-1980s. By contrast, not so many rigorous mathematical contributions have appeared on the study of complex media. The large majority of these publications deal with time-harmonic electromagnetic fields in chiral media and appeared in the mid-1990s. The 1994 paper by Petri Ola [341] opened the way, followed initially by publications of the group at the Centre de Mathématiques Appliquées, École Polytechnique, Palaiseau, Paris, France, and the group at the Department of Mathematics of the National and Kapodistrian University of Athens, Greece. Of course, many other researchers gradually came onto the stage, so that the study of complex media
in electromagnetics today forms an identifiable branch of applied mathematics. The rigorous mathematical analysis of time domain problems for complex media was the next step, and important progress in this field has been made. The vast majority of existing work deal with linear media, although recently advances have been made in nonlinear complex media. While most of the theory refers to deterministic complex media, its stochastic counterpart is not negligible.

Although there are books of different levels of mathematical rigour in the applied physics and engineering literature on the electromagnetics of complex media (e.g., [260], [266], [268], [271], [273], [289], [299], [378]), it seems that no books (apart from some parts of [91] and [145]) are devoted exclusively to the related mathematical theory. It is our intention to try to fill this gap by providing an introduction to the mathematical theory of complex media, linear and nonlinear, deterministic and stochastic. Of course, not all topics can be or are covered.

## Chapter Two

## The Maxwell Equations and Constitutive Relations

### 2.1 INTRODUCTION

The aim of this chapter is twofold: first, to introduce the constitutive relations which are commonly used in electromagnetic theory for the mathematical modelling of complex electromagnetic media. In the context of the present work these constitutive relations are to be understood as operators connecting the electric flux density and the magnetic flux density with the electric and the magnetic fields. These relations are considered as formal expressions of the physical laws that govern the electromagnetics of complex media. When they are introduced into the Maxwell equations, we obtain differential equations (PDEs) that govern the evolution of the electromagnetic fields; the treatment of these equations, in the rigorous mathematical sense, is the main object of this monograph. Through the treatment of these evolution equations we may model, understand and predict qualitative and quantitative phenomena related to complex media electromagnetics. The second goal of this chapter is to formulate and discuss the scope of the various problems related to the Maxwell equations that will be treated in this work. We introduce and formulate in terms of differential equations various problems of interest related to the Maxwell equations: time-harmonic problems, scattering problems, time-domain evolution problems, random and stochastic problems, controllability problems, homogenisation problems, etc. The mathematical analysis of these problems will be treated in detail in this book.

The structure of this chapter is as follows: in Section 2.2 we introduce the Maxwell equations, which are a set of PDEs that govern the evolution of electromagnetic fields in a general electromagnetic medium. In Section 2.3 we introduce a variety of constitutive relations that are used in the mathematical and physical modelling of complex electromagnetic media, while in Section 2.4 we introduce and discuss various problems related to the Maxwell equations in complex media that will be treated in the course of this book.

### 2.2 FUNDAMENTALS

Every electromagnetic phenomenon is specified by four vector quantities: the electric field $E$, the magnetic field $H$, the electric flux density $D$ and the magnetic flux density $B$. These quantities are considered time-dependent
vector fields on a domain $\mathcal{O}$ of $\mathbb{R}^{3}$, so they are vector-valued functions of the spatial variable $x \in \mathcal{O} \subset \mathbb{R}^{3}$ and the time variable $t \in \mathbb{R}$. The interdependence of these quantities is given by the celebrated Maxwell system, which at the macroscopic level is stated as

$$
\begin{align*}
\operatorname{curl} H(t, x) & =\partial_{t} D(t, x)+J(t, x) \\
\operatorname{curl} E(t, x) & =-\partial_{t} B(t, x) \tag{2.1}
\end{align*}
$$

where $J$ is the electric current density. These equations are the so-called Ampère's law and Faraday's law, respectively. In addition to the above, we have the two laws of Gauss,

$$
\begin{align*}
\operatorname{div} D(t, x) & =\rho(t, x) \\
\operatorname{div} B(t, x) & =0 \tag{2.2}
\end{align*}
$$

where $\rho$ is the density of the externally impressed electric charge. For the time being, the differential operators curl and div are defined formally, in terms of their standard definitions used in vector calculus; we return to a more rigorous treatment of these operators in Chapter 3.

The Maxwell system must be supplemented with initial and boundary conditions. The initial conditions describe the initial state of the system at the time we assume that the observation starts (chosen to be without loss of generality $t=0$ ) and are of the form

$$
\begin{align*}
& E(0, x)=E_{0}(x), \\
& H(0, x)=H_{0}(x), \tag{2.3}
\end{align*}
$$

for $x \in \mathcal{O}$. The boundary conditions, which describe the behaviour of the fields for all times $t$ on the boundary of the considered domain $\partial \mathcal{O}$, can be of various types, depending on the physical situation we wish to model. In this work we make extensive but not exclusive use of the "perfect conductor" boundary condition

$$
\begin{equation*}
n(x) \times E(t, x)=0, \text { for } x \in \partial \mathcal{O} \text { and } t \in I \tag{2.4}
\end{equation*}
$$

where $I$ is a time interval. By $n(x)$ we denote the outward normal on $\partial \mathcal{O}$, which is assumed to be an appropriately smooth surface. In a number of instances we will make use of the "inhomogeneous" variant of the perfect conductor boundary condition, namely,

$$
\begin{equation*}
n(x) \times E(t, x)=f(t, x), \text { for } x \in \partial \mathcal{O} \text { and } t \in I \tag{2.5}
\end{equation*}
$$

Remark 2.2.1 By a standard procedure ${ }^{1}$, the general problem consisting of (2.1) and (2.5) can be reduced to the problem consisting of (2.1) and the perfect conductor boundary condition (2.4). This is possible by considering a suitable lifting f of $f$ from $\partial \mathcal{O}$ to $\mathcal{O}$ and then appropriately modifying $J$ in terms of f . In the same spirit, one can consider (2.3) with vanishing right-hand sides.

[^7]Concerning the interval $I \subset \mathbb{R}$, where the time variable takes values, we will restrict ourselves for most of this work to the case where $I \subset \mathbb{R}^{+}$. Furthermore, we consider that $t$ is allowed only to increase, i.e., there is a definite direction in time. In doing so we accept the physical axiom of causality; stated simply, this means that only the past of the phenomenon is likely to affect the future; thus we neglect the behaviour of the fields for $t<0$. The issue of causality is very important for the physical modelling of electromagnetic media, and we return to it in more detail in Section 2.3.

The Maxwell system (2.1) and the Gauss laws (2.2) form a differential system from which we wish to calculate the quadruplet $(B, D, E, H)$, assuming that the vector $J$ and the scalar $\rho$ are known. The equation of continuity can then be considered a consistency condition between the known quantities. Thus, one has to calculate twelve scalar functions from a system of eight scalar equations. This means that the system is underdetermined. To overcome this deficiency, constitutive relations must be introduced:

$$
\begin{equation*}
D=D(E, H), B=B(E, H) \tag{2.6}
\end{equation*}
$$

These functional relations allow us to obtain a well-posed system of differential equations that, when combined with the initial and the boundary conditions, provides information on the evolution of the fields. The choice of constitutive relations is an extremely important step towards the modelling of complex media ${ }^{2}$.

Remark 2.2.2 Applying the divergence operator on equation (2.1) and using the first of (2.2), we obtain the equation of continuity

$$
\begin{equation*}
\partial_{t} \rho+\operatorname{div} J=0 \tag{2.7}
\end{equation*}
$$

Conversely, assume that (2.1) and (2.7) hold. Taking the divergence of (2.1) and using (2.7), we deduce that there exist $\phi(x), \psi(x)$ such that $\operatorname{div} D(t, x)=$ $\rho(t, x)+\phi(x)$ and $\operatorname{div} B(t, x)=\psi(x)$. If $D(0, x)=D\left(E_{0}(x), H_{0}(x)\right)$ and $B(0, x)=B\left(E_{0}(x), H_{0}(x)\right)$ are such that $\operatorname{div} D(0, x)=\rho(0, x)$ and $\operatorname{div} B(0, x)$ $=0$, then Gauss's laws (2.2) hold for all $t$. This allows us to consider as "the Maxwell system" the set of equations (2.1) plus the constitutive relations (2.6), plus the equation of continuity (2.7), which in what follows will always be assumed to hold (although we will not explicitly state it). Furthermore, this argument points out that all four vector equations may not be independent.

Remark 2.2.3 For conducting media, it is usual for the currents not to be entirely freely chosen but to obey a generalised Ohm's law, $J=J(E, H)$, instead. More precisely, the currents are expressed as the sum of a "constitutive" part and a "forced" part [145, p. 15], [370], $J=F(E, H)+J_{\mathrm{f}}$. Such a consideration does not essentially change the treatment of the problem, but it introduces some extra complications in notation and in the study of the energy of the medium. To avoid these complications, we will assume $F(E, H)=0$.

[^8]Often, especially when the main objective is the mathematical treatment of the Maxwell system, it is convenient to express the system in more compact form. This is done by using the so-called six-vector notation. Using the superscript tr to denote transposition, we define
$\triangleright$ the electromagnetic flux density $\mathrm{d}:=(D, B)^{t r}$,
$\triangleright$ the electromagnetic field $u:=\left(u_{1}, u_{2}\right)^{t r}:=(E, H)^{t r}$,
$\triangleright$ the current $j:=(-J, 0)^{t r}$,
$\triangleright$ the initial state $u_{0}:=\left(E_{0}, H_{0}\right)^{t r}$.
A linear operator acting on $u$ is written as a $2 \times 2$ (block) matrix with linear operators as its entries. An important example, one that will be used very often in this work, is the Maxwell operator,

$$
\mathrm{M}:=\left(\begin{array}{cc}
0 & \text { curl }  \tag{2.8}\\
- \text { curl } & 0
\end{array}\right) .
$$

The constitutive relations are now modelled by an operator $\mathcal{L}$ and are understood as the functional equation

$$
\mathrm{d}=\mathcal{L} u
$$

The properties of this operator reflect the physical properties of the medium in question. Various aspects of a "rigorous abstract modelling" approach to the properties of the operator $\mathcal{L}$ appear in [201], [202], [205], [206].

In view of the above, the Maxwell system can be written as an initial-value problem for an abstract evolution equation

$$
\begin{align*}
& (\mathcal{L} u)^{\prime}(t)=\mathrm{M} u(t)+j(t) \quad, \text { for } t \geq 0, \\
& u(0)=u_{0} \tag{2.9}
\end{align*}
$$

The prime stands for the time derivative ${ }^{3}$. In fact, by using standard terminology, (2.9) is an inhomogeneous neutral functional differential equation.

A crucial first step towards the study of the solvability of (2.9) is the determination of its state space; this choice is again dictated by physical principles but does not have to be unique. One possibility would be to choose the state space of the problem as the space of spatially square integrable vector-valued functions of a real variable $t$. This choice is consistent with energy considerations for the Maxwell system (see Section 2.3.2). However, other choices are possible, depending on the properties of the electromagnetic fields we wish to address. Such functional framework alternatives are addressed in this work (see Chapter 3).

For thorough presentations of the theory of electromagnetism, we refer to the books [69], [145], [211], [245], [287], [328], [371], [396].

[^9]
### 2.3 CONSTITUTIVE RELATIONS

### 2.3.1 An "axiomatic" approach to constitutive relations

The constitutive relations for an electromagnetic medium reflect the physics that govern the phenomena and are expected to comply with the fundamental physical laws, which play the rôle of physical hypotheses, or postulates, concerning the properties of the material inside the domain $\mathcal{O}$.

We state the postulates that govern the evolution of the electromagnetic field in a complex medium. The approach followed, based on [176], [205], is system theoretic in the sense that we consider the electromagnetic field $u$ as the cause and the electromagnetic flux density d as the effect. Compliance with these postulates dictates the form of the operator $\mathcal{L}$.

## PLAUSIBLE PHYSICAL HYPOTHESES

$\triangleright$ Determinism For every cause, there exists exactly one effect.
$\triangleright$ Linearity The effect is linearly related to its cause.
$\triangleright$ causality The effect cannot precede its cause ${ }^{4}$.
$\triangleright$ LOCALITY In SPACE A cause at any particular spatial point produces an effect only at this point and not elsewhere.
$\triangleright$ TIME-TRANSLATION INVARIANCE If the cause is advanced (or delayed) by some time interval, the same time shift occurs for the effect.

The above physical postulates have mathematical interpretations in terms of the properties of the operator $\mathcal{L}$, as follows:
$\triangleright$ DETERMINISM $\mathcal{L}$ exists and is a single-valued nontrivial operator.
$\triangleright$ Linearity $\mathcal{L}$ is a linear operator.
$\triangleright$ CAUSALITY If $u(t, x)=0$ for $t \leq \tau$, then $(\mathcal{L} u)(t, x)=0$, for $t \leq \tau$.
$\triangleright$ LOCALITY IN SPACE $\mathcal{L}$ is a local operator with respect to the spatial variables, i.e., $\mathcal{L}(u(\cdot, x))(\cdot, x)=\mathfrak{s}(\cdot, x)$, where $\mathfrak{s}$ is a local functional, allowing spatial derivatives of the electromagnetic fields, but not integrals with respect to the spatial variables. Locality with respect to temporal variables is not assumed; on the contrary, memory effects are allowed.
$\triangleright$ TIME-TRANSLATION INVARIANCE For all $\varkappa \geq 0, \mathcal{L}$ commutes with the right $\varkappa$-shift operator $\tau_{\varkappa}$. Therefore, the time instant at which the observation starts does not play any significant rôle; the "present" can be chosen arbitrarily.

[^10]REmARK 2.3.1 We do not assume continuity since it follows by linearity and time-translation invariance. Note that continuity is not ascertained in the case where commutativity with the left shift operator is assumed instead of with the right shift operator (for details regarding both these comments, see [295]).

REmark 2.3.2 The postulate of linearity will be abandoned in our study of nonlinear media (see Sections 2.3.5, 2.4.10 and Chapter 11). Furthermore, the postulate of time-translation invariance is abandoned by some authors, leading to more general constitutive relations (see, e.g., [70]). Most of the results in this book may be extended for such constitutive relations under additional technical assumptions.

The general form of the constitutive operator $\mathcal{L}$, consistent with the above physical postulates, is a continuous operator having the following convolution form ([226], [227]):

$$
\begin{equation*}
\mathrm{d}(t, x)=(\mathcal{L} u)(t, x)=\mathrm{A}_{\mathrm{or}}(x) u(t, x)+\int_{0}^{t} \mathrm{G}_{\mathrm{d}}(t-s, x) u(s, x) d s \tag{2.10}
\end{equation*}
$$

where

$$
\mathrm{A}_{\mathrm{or}}(x):=\left(\begin{array}{ll}
\varepsilon(x) & \xi(x)  \tag{2.11}\\
\zeta(x) & \mu(x)
\end{array}\right) \quad, \quad \mathrm{G}_{\mathrm{d}}(t, x):=\left(\begin{array}{cc}
\varepsilon_{\mathrm{d}}(t, x) & \xi_{\mathrm{d}}(t, x) \\
\zeta_{\mathrm{d}}(t, x) & \mu_{\mathrm{d}}(t, x)
\end{array}\right) .
$$

The entries of the above matrices are $3 \times 3$ matrices whose elements are essentially bounded functions ${ }^{5}$ on $\mathcal{O}$. Note that each $\mathrm{A}_{\text {or }}(\cdot), \mathrm{G}_{\mathrm{d}}(t, \cdot)$ defines a multiplication operator in the state space. Equation (2.10) will often be abbreviated as

$$
\begin{equation*}
\mathrm{d}=\mathrm{A}_{\mathrm{or}} u+\mathrm{G}_{\mathrm{d}} \star u \tag{2.12}
\end{equation*}
$$

where $\star$ denotes temporal convolution. The local-in-time part $A_{\text {or }}$ of the operator $\mathcal{L}$ models the instantaneous response of the medium, and $A_{\text {or }}$ is accordingly called the optical response operator. The nonlocal-in-time part $\mathrm{G}_{\mathrm{d}} \star$ of $\mathcal{L}$ models the dispersion phenomena. The kernel function $\mathrm{G}_{\mathrm{d}}$ is called the susceptibility kernel.

Remark 2.3.3 A necessary and sufficient condition for any linear operator to be a convolution operator is established, in an abstract distributional setting, by Zemanian (see Theorem 5.8-2 in [452]). This general result can be applied to justify the use of convolution operators of the form (2.10) to model the constitutive relations ([201], [205]).

Based on the above discussion, and in particular using the operator representation (2.10), we may provide a classification of the various complex electromagnetic media.

[^11]
## Definition 2.3.4 (media classification) A material is called

$\triangleright$ ISOTROPIC, if $\varepsilon, \mu, \varepsilon_{d}, \mu_{d}$ are scalar multiples of $I_{3 \times 3}$ and $\xi=\zeta=$ $\xi_{d}=\zeta_{d}=0$.
$\triangleright$ ANISOTROPIC, if the members of at least one of the pairs $\varepsilon, \varepsilon_{d}$ or $\mu, \mu_{d}$ are not scalar multiples of $I_{3 \times 3}$ and $\xi=\zeta=\xi_{d}=\zeta_{d}=0$.
$\triangleright$ BiISOTROPIC, if all the blocks of the matrices $\mathrm{A}_{\text {or }}, \mathrm{G}_{d}$ are scalar multiples of $I_{3 \times 3}$.
$\triangleright$ BIANISOTROPIC, in all other cases.
The following standing assumptions are used throughout this book.
Assumption 2.3.5 The optical response matrix $\mathrm{A}_{\text {or }}$ has essentially bounded entries and is almost everywhere symmetric, i.e., $\mathrm{A}_{\text {or }}(x)=\mathrm{A}_{\text {or }}(x)^{t r}$, for almost all $x \in \mathcal{O}$, and almost everywhere uniformly coercive, i.e., there exists a constant $C$ such that $\left|\mathrm{y} \cdot \mathrm{A}_{\text {or }}(x) \mathrm{y}\right| \geq C|\mathrm{y}|^{2}$ for almost all $x \in \mathcal{O}$ and all nonzero $y \in \mathbb{R}^{6}$.

Assumption 2.3.6 The dispersion matrix $\mathrm{G}_{\mathrm{d}}(0, x)$ is almost everywhere nonnegative definite, i.e., $\mathrm{G}_{\mathrm{d}}(0, x) \mathrm{y} \cdot \mathrm{y} \geq 0$, for almost all $x \in \mathcal{O}$ and all nonzero $\mathrm{y} \in \mathbb{R}^{6}$.

Remark 2.3.7 Assumption 2.3.5 is related to the one adopted in [226], [227] and is consistent with physical arguments based on energy considerations (see also [145] for related arguments based on thermodynamics) and is convenient for the mathematical theory of complex media as developed in the present book; from the mathematical point of view, this assumption can be relaxed at the cost of (major) technical modifications. It is not hard to see that if Assumption 2.3.5 holds, then $\mathrm{A}_{\text {or }}$ is almost everywhere positive definite and boundedly invertible. Some comments on these energy considerations are presented in Section 2.3.2.

A large class of materials displays properties that may be modelled by a diagonal matrix $\mathrm{A}_{\text {or }}$, i.e., $\xi(x)=\zeta(x)=0$. To distinguish such materials we will employ the notation $A_{0}$ for the matrix $A_{\text {or }}$ in such cases:

$$
\mathrm{A}_{0}=\mathrm{A}_{0}(x)=\left(\begin{array}{cc}
\varepsilon(x) & 0  \tag{2.13}\\
0 & \mu(x)
\end{array}\right)
$$

Furthermore, it is common in the physics and engineering literature to scale the coefficients of the diagonal blocks of the matrix $\mathrm{G}_{\mathrm{d}}$ in terms of $\varepsilon$ and $\mu$; this is done to emphasise the smallness of the dispersion terms as compared to the optical response terms. In such cases, instead of $G_{d}$ we use the matrix

$$
\mathrm{G}_{0}(t-s, x)=\left(\begin{array}{cc}
\varepsilon(x) \chi^{\mathrm{e}}(t-s) & \chi^{\mathrm{em}}(t-s)  \tag{2.14}\\
\chi^{\mathrm{me}}(t-s) & \mu(x) \chi^{\mathrm{m}}(t-s)
\end{array}\right)
$$

This choice leads to constitutive relations of the general form

$$
\begin{equation*}
\mathrm{d}(t, x)=(\mathcal{L} u)(t, x)=\mathrm{A}_{0} u(t, x)+\int_{0}^{t} \mathrm{G}_{0}(t-s, x) u(s, x) d s \tag{2.15}
\end{equation*}
$$

It is important to state the physical meaning of the various terms appearing in equations (2.13) and (2.14). Here and in what follows, $\varepsilon, \mu$ are the permittivity and permeability of the medium, respectively. Depending on the setting they can either be constant (e.g., representing the permittivity and permeability of the vacuum, or the relative permittivity and permeability of a homogeneous medium) or functions of the position vector, in the case of spatially inhomogeneous media. Four susceptibility kernels appear in these equations: the dyadics ${ }^{6}(3 \times 3$ matrices $) \chi^{\mathrm{e}}(t), \chi^{\mathrm{m}}(t), \chi^{\mathrm{em}}(t)$ and $\chi^{\mathrm{me}}(t)$ are respectively called the dielectric susceptibility kernel, the magnetic susceptibility kernel and the magnetoelectric kernels.

REmark 2.3.8 Regarding notation, we will use (2.10) when dealing with general linear abstract complex media (e.g., in Chapters 9 or 14), whereas when treating special classes of complex media, e.g., chiral media, we will use (2.15), which is compatible with the widely used form adopted by the electromagnetic community.

### 2.3.2 Dissipative media

We now turn our attention to some general energy considerations for complex electromagnetic media. The discussion here is along similar lines to that in [226], [227]. The power of the electromagnetic field $E, H$ in a domain $\mathcal{O}$ is

$$
\int_{\mathcal{O}}\left(H \cdot \partial_{t} B+E \cdot \partial_{t} D\right) d x
$$

The integrand defines the power density of the material, and the total stored energy per volume is, therefore,

$$
w(x)=\int_{-\infty}^{t}\left(H(s, x) \cdot \partial_{s} B(s, x)+E(s, x) \cdot \partial_{s} D(s, x)\right) d s
$$

Recall that the Poynting vector, $S:=E \times H$, models the power flux density. By using the identity $\operatorname{div} S=H \cdot \operatorname{curl} E-E \cdot \operatorname{curl} H$ and the Maxwell system, we obtain - in six-vector notation - the Poynting Theorem ${ }^{7}$

$$
\operatorname{div} S+u \cdot \partial_{t} \mathrm{~d}=u \cdot j
$$

The term $u \cdot \partial_{t} \mathrm{~d}$ is the time rate of change of stored electric and magnetic energy density in the medium, whereas the term $u \cdot j$ is the power supplied by the current $j$. Note that the term $u \cdot \partial_{t} \mathrm{~d}$ can be written as

$$
u \cdot \partial_{t} \mathrm{~d}=w_{\mathrm{opt}}+w_{\mathrm{disp}},
$$

[^12]where
$$
w_{\mathrm{opt}}:=u \cdot \mathrm{~A}_{\mathrm{or}} \partial_{t} u, \quad w_{\mathrm{disp}}:=u \cdot \partial_{t}\left(\mathrm{G}_{\mathrm{d}} \star u\right)
$$
are the optical response part and the dispersive part, respectively.
Consider now a source-free medium, i.e., $j=0$. The total stored energy per volume at a point $x$ is
$$
w(t)=w_{\mathrm{opt}}(t)+w_{\mathrm{disp}}(t)
$$

In accordance with [156], [226] and [227], we introduce the following:
Definition 2.3.9 (Dissipative (PASSIVE) MEDIA)
(i) The medium is dissipative at a fixed point $x \in \mathcal{O}$ if and only if $w(t)=$ $w_{\text {opt }}(t)+w_{\text {disp }}(t) \geq 0$ for every temporally localised sufficiently smooth six-vector $u(t)$.
(ii) The medium is dissipative in $\mathcal{O}$ if and only if it is dissipative for all $x \in \mathcal{O}$.

REMARK 2.3.10 The above definition reflects that no net production of electromagnetic energy is possible in $\mathcal{O}$, and therefore the medium is passive ([156], [226], [227]). This is consistent with thermodynamic considerations (see [145]).

Whether a material is dissipative or not depends on the properties of $A_{\text {or }}$ and $\mathrm{G}_{\mathrm{d}}$. For instance, dissipativity is guaranteed in the optical response region if $\mathrm{A}_{\text {or }}(x)$ is symmetric and positive semidefinite almost everywhere in $\mathcal{O}$ (see [156], [226], [227]). This may serve as a justification on physical grounds for Assumption 2.3.5. As for dissipation due to the dispersive part, a necessary condition, [227], is that $\mathrm{G}_{\mathrm{d}}(0, x)$ is a non-negative definite matrix; this serves as a justification on physical grounds for Assumption 2.3.6. Further, if $\mathrm{G}_{\mathrm{d}}(0, x)=0$, it turns out $([227],[260])$ that the function

$$
\left(\partial_{t} \mathrm{G}_{\mathrm{d}}(t, x)+\partial_{t} \mathrm{G}_{\mathrm{d}}(-t, x)^{t r}\right) \mathrm{y} \cdot \mathrm{y}
$$

is of positive type ${ }^{8}$ with respect to $t$, for almost all $x \in \mathcal{O}$ and for all nonzero $\mathrm{y} \in \mathbb{R}^{3} \times \mathbb{R}^{3}$. Let us note that the so-called Lorentz materials satisfy $\mathrm{G}_{\mathrm{d}}(0, x)=0$, while the so-called Debye materials do not. Recall (see, e.g., [381]) that the susceptibility kernel for Debye materials is of the form $\alpha_{\mathrm{D}} \mathrm{h}(t) e^{-t / \tau}$, where $\tau$ is the relaxation time, while for Lorentz materials it is of the form $\alpha_{\mathrm{L}} \mathrm{h}(t) \sin \left(\nu_{0} t\right) e^{-\nu t / 2}$, where $\nu$ is the damping amplitude, $\alpha_{\mathrm{D}}$, $\alpha_{\mathrm{L}}, \nu_{0}$ are physical parameters, and h is the Heaviside step function.

$$
\begin{aligned}
& { }^{8} \mathrm{~A} \text { complex-valued function } \vartheta \in C(\mathbb{R} ; \mathbb{C}) \text { is of positive type if } \\
& \qquad \int_{\mathbb{R}}\left(\int_{\mathbb{R}} \vartheta(t-s) \overline{\theta(s)} d s\right) \theta(t) d t \geq 0, \forall \theta \in C(\mathbb{R} ; \mathbb{C}) .
\end{aligned}
$$

Functions of positive type are characterised by a classical theorem due to Bochner, according to which they are exactly the functions of the form $\vartheta(t)=\int_{\mathbb{R}} e^{i k t} d \mu(k)$, where $\mu$ is a finite positive Borel measure.

REmark 2.3.11 The integrated total stored energy in $\mathcal{O}$, i.e.,

$$
\mathfrak{J}(t):=\int_{0}^{t} \int_{\mathcal{O}} w(t, x) d x d t=\int_{0}^{t} \int_{\mathcal{O}} u(t, x) \cdot \partial_{t} \mathrm{~d}(t, x) d x d t
$$

is what usually measures the variation of electromagnetic energy for $t \geq 0$.
In view of the Poynting theorem and the Gauss divergence theorem we obtain ${ }^{9}$

$$
\mathfrak{J}(t)=\int_{0}^{t} \int_{\mathcal{O}} u \cdot j-\int_{0}^{t} \int_{\partial \mathcal{O}} u_{2} \cdot\left(n \times u_{1}\right)
$$

a fact that shows the importance of the boundary conditions to the energy balance of parts of the medium.

### 2.3.3 Constitutive relations in the frequency domain

A very important special case is when the time dependence of the fields is harmonic. As is well known, this assumption leads to stationary problems. Assume that all time-dependent quantities are Fourier transformable,

$$
\mathfrak{s}(t, x)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{-i \varpi t} \widetilde{\mathfrak{s}}(x, \varpi) d \varpi
$$

where $\mathfrak{s}$ is a proxy for the vector fields $\mathrm{d}, u, j$ and by $\varpi$ we denote the angular frequency ${ }^{10}$. The integral is understood in the Bochner sense (see Appendix A, Section A.3.2). Using the properties of the convolution with respect to the Fourier transform, the Fourier transform of the constitutive relation becomes

$$
\begin{equation*}
\widetilde{\mathrm{d}}=\mathrm{A}_{\mathrm{or}} \widetilde{u}+\widetilde{\mathrm{G}_{\mathrm{d}}} \widetilde{u} \tag{2.16}
\end{equation*}
$$

where " $\mathfrak{s}$ " is used to denote the Fourier transform of $\mathfrak{s}$. Therefore, in the frequency domain, the constitutive relations are simplified by the transformation of the convolution operator to a multiplication operator.

We define

$$
\widetilde{\mathrm{A}_{\mathrm{or}}}:=\mathrm{A}_{\mathrm{or}}+\widetilde{\mathrm{G}_{\mathrm{d}}}=\left(\begin{array}{cc}
\varepsilon+\widetilde{\varepsilon_{d}} & \xi+\widetilde{\xi_{d}}  \tag{2.17}\\
\zeta+\widetilde{\zeta_{d}} & \mu+\widetilde{\mu_{d}}
\end{array}\right)=:\left(\begin{array}{cc}
\varepsilon_{\widetilde{F}} & \xi_{\mathfrak{F}} \\
\zeta_{\tilde{\mathfrak{F}}} & \mu_{\widetilde{\mathfrak{F}}}
\end{array}\right),
$$

so the frequency domain constitutive relations are written as

$$
\begin{equation*}
\widetilde{\mathrm{d}}=\widetilde{\mathrm{A}_{\mathrm{or}}} \widetilde{u} \tag{2.18}
\end{equation*}
$$

where now in general $\widetilde{\mathrm{A}_{\text {or }}}=\widetilde{\mathrm{A}_{\text {or }}}(x ; \varpi)$. We impose the following assumption on $\widetilde{\mathrm{A}_{\text {or }}}$ in the frequency domain:

Assumption 2.3.12 Let $c, C$ be positive constants. For any fixed frequency $\varpi$, the matrix $\widetilde{\mathrm{A}_{\text {or }}}=\widetilde{\mathrm{A}_{\text {or }}}(x ; \varpi)$ satisfies the following properties ${ }^{11}$ :

[^13](i) $\widetilde{\mathrm{A}_{\text {or }}} \in L^{\infty}\left(\mathcal{O}, \mathbb{C}^{6 \times 6}\right)$.
(ii) $\overline{\mathbf{z}}^{\operatorname{tr}} \cdot\left(\operatorname{Im} \widetilde{\mathrm{A}_{\text {or }}}\right) \mathrm{z} \geq c\|\mathrm{z}\|^{2}$, for all $\mathrm{z} \in \mathbb{C}^{6}$.
(iii) $\left|\mathrm{z}_{1} \cdot \widetilde{\mathrm{~A}_{\text {or }}} \mathrm{z}_{2}\right| \leq C| | \mathrm{z}_{1}| | \mid \mathrm{z}_{2} \|$, for all $\mathrm{z}_{1}, \mathrm{z}_{2} \in \mathbb{C}^{6}$.

We now elaborate further on the classification of biisotropic media in the frequency domain. Let ${ }^{12}$

$$
\begin{equation*}
\xi_{\mathfrak{F}}=\kappa+i \chi, \zeta_{\mathfrak{F}}=\kappa-i \chi \tag{2.19}
\end{equation*}
$$

The chirality parameter $\chi$ measures the degree of handedness of the material; a change in the sign of $\chi$ corresponds to the consideration of the mirror image of the material. The other parameter $\kappa$ describes the magnetoelectric effect; materials with $\kappa \neq 0$ are nonreciprocal.

The following terminology in the time-harmonic case is used. A medium is called:
$\triangleright$ ISOTROPIC, if $\kappa=0$ and $\chi=0$, i.e., when $\xi_{\mathfrak{F}}=\zeta_{\mathfrak{F}}=0$.
$\triangleright$ NONRECIPROCAL NONCHIRAL, or TELLEGEN, if $\kappa \neq 0$ and $\chi=0$, i.e., when $\xi_{\mathfrak{F}}=\zeta_{\mathfrak{F}}$.
$\triangleright$ RECIPROCAL CHIRAL, or PASTEUR, if $\kappa=0$ and $\chi \neq 0$, i.e., when $\xi_{\mathfrak{F}}=-\zeta_{\tilde{\mathfrak{F}}}$.
$\triangleright$ NONRECIPROCAL CHIRAL or GENERAL BIISOTROPIC, if $\kappa \neq 0$ and $\chi \neq$ 0 , i.e., when $\xi_{\mathfrak{F}} \neq \zeta_{\mathfrak{F}},-\zeta_{\mathfrak{F}}$.

Reciprocal chiral media will be studied mainly in Chapters 4, 5 and 6 , and they will be simply referred to as chiral media there.

In the case of reciprocal chiral media the constitutive relations for timeharmonic fields were introduced by Chambers, and are usually written as

$$
\begin{equation*}
\widetilde{D}=\varepsilon_{\mathrm{T}} \widetilde{E}+\beta_{\mathrm{T}} \widetilde{H}, \quad \widetilde{B}=\mu_{\mathrm{T}} \widetilde{H}-\beta_{\mathrm{T}} \widetilde{E} \tag{2.20}
\end{equation*}
$$

(where $\varepsilon_{\mathrm{T}}:=\varepsilon_{\mathfrak{F}}, \mu_{\mathrm{T}}:=\mu_{\mathfrak{F}}, \beta_{\mathrm{T}}:=\xi_{\mathfrak{F}}=-\zeta_{\mathfrak{F}}$ ). The chirality parameter $\beta_{\mathrm{T}}$ is an inverse speed $\left(\frac{m}{s}\right)$.

Another set of constitutive relations for reciprocal chiral media is the Drude-Born-Fedorov (DBF) constitutive relations ([273], [268], [289]), introduced in 1959 by F. I. Fedorov as a modification of constitutive relations used in 1900 by P. K. L. Drude and in 1915 by M. Born. These read

$$
\begin{equation*}
\widetilde{D}=\varepsilon_{\mathrm{DBF}}\left(\widetilde{E}+\beta_{\mathrm{DBF}} \operatorname{curl} \widetilde{E}\right), \quad \widetilde{B}=\mu_{\mathrm{DBF}}\left(\widetilde{H}+\beta_{\mathrm{DBF}} \operatorname{curl} \tilde{H}\right) \tag{2.21}
\end{equation*}
$$

Here the medium is characterised by three (in general, complex) parameters, namely, the electric permittivity $\varepsilon_{\mathrm{DBF}}$, the magnetic permeability $\mu_{\mathrm{DBF}}$, and

[^14]the chirality measure $\beta_{\mathrm{DBF}}$, which carries the unit of length (m). For sourcefree regions the Tellegen constitutive parameters $\varepsilon_{\mathrm{T}}, \mu_{\mathrm{T}}$ and $\beta_{\mathrm{T}}$ are connected to the Drude-Born-Fedorov constitutive parameters $\varepsilon_{\mathrm{DBF}}, \mu_{\mathrm{DBF}}$ and $\beta_{\mathrm{DBF}}$ via the relations
\[

$$
\begin{align*}
& \varepsilon_{\mathrm{T}}=\frac{\varepsilon_{\mathrm{DBF}}}{1-\varpi^{2} \varepsilon_{\mathrm{DBF}} \mu_{\mathrm{DBF}} \beta_{\mathrm{DBF}}^{2}}, \mu_{\mathrm{T}}=\frac{\mu_{\mathrm{DBF}}}{1-\varpi^{2} \varepsilon_{\mathrm{DBF}} \mu_{\mathrm{DBF}} \beta_{\mathrm{DBF}}^{2}}, \\
& \beta_{\mathrm{T}}=i \varpi \varepsilon_{\mathrm{DBF}} \mu_{\mathrm{DBF}} \frac{\beta_{\mathrm{DBF}}}{1-\varpi^{2} \varepsilon_{\mathrm{DBF}} \mu_{\mathrm{DBF}} \beta_{\mathrm{DBF}}^{2}} . \tag{2.22}
\end{align*}
$$
\]

In order to consider the case where the electromagnetic field in a chiral region is irradiated by sources, both the electric and the magnetic sources in the Tellegen (resp. Drude-Born-Fedorov) description must be a combination of an electric and a magnetic source in the Drude-Born-Fedorov (resp. Tellegen) description; see [268].

In what follows we will drop the subscript "DBF" from the parameters of the DBF constitutive relations.

Remark 2.3.13 Apart from these constitutive relations, other sets have been introduced for time-harmonic fields, namely, the ones by Condon and those by Boys-Post. An interesting discussion concerning these relations can be found in the monograph by Lakhtakia [268]. The Tellegen constitutive relations are algebraically isomorphic to these other relations, and as such they can be considered representative of them. All these sets differ from the Drude-Born-Fedorov ones, (2.21), which contain differentials (the curl operator).

In this book, in the time-harmonic regime, we adopt the Drude-BornFedorov constitutive relations.

### 2.3.4 Constitutive relations for random media

In many applications (see, e.g., [209], [210], [322]), there is uncertainty concerning either the externally imposed sources or the nature of the medium under consideration. In such cases, it is useful to model the uncertain quantities as random variables, with a prescribed probability distribution. These random variables are now functions of the spatial variables and time, and can be considered random fields defined on a probability space $(\Omega, \mathscr{F}, P)$. The randomness is assumed to have as an effect that the repetition of different experiments on the medium will generate different outcomes $\omega$, either of the medium parameters or the external sources. The set $\Omega$ contains the outcomes $\omega$ of all the possible experiments or all possible realisations of the medium, $\mathscr{F}$ is a $\sigma$-algebra on $\Omega$ and $P$ is a probability measure on $\mathscr{F}$, quantifying the relative frequency of realisations of different outcomes in an (ideally infinite) repetition of experiments under identical experimental conditions. In turn, the randomness in the sources or the medium, is reflected in the resulting electromagnetic fields, which have to be modelled as random fields as well. It is of great interest to be able to predict the statistical properties of these
fields, e.g., the distribution of realised values, statistical moments, etc., from knowledge of the relevant statistical properties of the data of the problem.

The constitutive relations for random media are of the form

$$
\begin{equation*}
\mathrm{d}_{\omega}=\mathrm{A}_{\mathrm{or}, \omega} u_{\omega}+\mathrm{G}_{\omega} \star u_{\omega}, \tag{2.23}
\end{equation*}
$$

where now the quantities $\mathrm{d}_{\omega}, u_{\omega}$ are considered to be random fields, depending on $x$ and $t$, with the explicit dependence suppressed for simplicity. We include the explicit dependence on $\omega^{13}$ to remind us that the values of these quantities depend on the particular realisation $\omega$ of the experiment performed (or the particular realisation of the random medium). Furthermore, $\mathrm{A}_{\mathrm{or}, \omega}, \mathrm{G}_{\omega}$ are (in general) random matrices whose elements consist of random fields, which model the random parameters of the medium. The medium may be spatially homogeneous or not, depending on the circumstances. Similarly, we consider the external source $J$ a random field $J=J(t, x, \omega)$.

The description of random media in terms of random fields finds a number of interesting applications in the theory of composites, wave propagation or in scattering problems from rough surfaces (see, e.g., [49], [147], [149], [322]).

### 2.3.5 Nonlinear media

It is well known that linearity is simply an approximation for the properties of electromagnetic media since experimental evidence implies that the constitutive relations in many regimes of interest in physics and engineering can be nonlinear. A good example is the famous Kerr (cubic) nonlinearity in dielectric media which is widely used in nonlinear optics (see [315]) and has led to the prediction and subsequent experimental verification of solitontype solutions, which find very important applications in telecommunications (optical fibres).

For a nonlinear complex medium, we must relax the second of the postulates introduced in Section 2.3.1, that of linearity. Therefore, the constitutive relation will be modelled as $\mathrm{d}=\mathcal{L} u$, where now $\mathcal{L}$ is allowed to be a nonlinear operator. Since we do not relax any other postulate apart from linearity, we assume that the nonlinear operator $\mathcal{L}$ has a representation in convolution form as in (2.10), with the important difference that now the entries of the matrices $A_{\text {or }}$ and $G_{d}$ depend on the components of the six-vector $u$. The physical implication of this is that now the "effect" (d) is no longer simply proportional to the "cause" $(u)$.

We will assume this dependence to be on the magnitude of the electric and the magnetic field components of the six-vector $u$, so that $\mathfrak{s}(t, x, u)=$ $\mathfrak{s}\left(t, x,\left|u_{1}\right|,\left|u_{2}\right|\right)$, where $\mathfrak{s}$ serves as a proxy for the components of the matrices $\mathrm{A}_{\text {or }}$ and $\mathrm{G}_{\mathrm{d}}$, and $\left|u_{i}\right|$ is the Euclidean norm of the three-vector $u_{i}$ calculated pointwise in $x$ and $t,(i=1,2)$. Furthermore, based on arguments related to the Taylor expansion of the general nonlinear constitutive relations, we

[^15]assume a decomposition of the form
$$
\mathfrak{s}(t, x, u)=\mathfrak{s}_{\ell}(t, x)+\mathfrak{s}_{\mathrm{n} \ell}(t, x, u)
$$
where $\mathfrak{s}_{\ell}$ (in general depending explicitly on $t$ and $x$ but not on the field $u)$ is the linear approximation of $\mathfrak{s}$ and $\mathfrak{s}_{\mathrm{n} \ell}(t, x, u)=\mathfrak{s n}_{\mathrm{n} \ell}\left(t,\left|u_{1}\right|,\left|u_{2}\right|\right)$ is the nonlinear part. The dependence of the nonlinear part $\mathfrak{s}_{\mathrm{n} \ell}$ on the field amplitudes $\left|u_{i}\right|, i=1,2$, may be approximated by a polynomial. In the special case where this dependence is approximated by a quadratic polynomial, the above constitutive relations lead to generalisations of the Kerr nonlinearity. Other nonlinearities compatible with the above constitutive relations are the saturable nonlinearities ([243]), where $\mathfrak{s}_{\mathrm{n} \ell}$ is the ratio of polynomials of $\left|u_{i}\right|$, $i=1,2$, chosen so that $\mathfrak{s}_{\mathrm{n} \ell} \rightarrow 0$ as $\left|u_{i}\right| \rightarrow \infty$.

In practice, the chirality effects and the nonlinear effects are considered to be weak, so that the dominant effect will be only one of the two. In line with this observation we will consider in this work weakly dispersive weakly nonlinear media; this implies that since chirality is a weak effect, we may assume that the nonlinear chiral terms are negligible with respect to the other terms. Thus, we are led to simplifications of the general nonlinear constitutive relations. A nonlinear constitutive relation complying with the above assumptions is

$$
\begin{equation*}
\mathrm{d}=\mathcal{L} u=\mathrm{A}_{0} u+\mathrm{G}_{0} \star u+\mathrm{G}_{0, \mathrm{n} \ell} \star \mathrm{~N}(u) u, \tag{2.24}
\end{equation*}
$$

where $A_{0}, G_{0}$ are as in (2.13) and (2.14) and the nonlinear term is specified by

$$
\mathrm{N}(u):=\left(\begin{array}{cc}
N_{1}\left|u_{1}\right|^{q} & 0  \tag{2.25}\\
0 & N_{2}\left|u_{2}\right|^{q}
\end{array}\right), \quad \mathrm{G}_{0, \mathrm{n} \ell}(t, x):=\left(\begin{array}{cc}
\chi_{\mathrm{n} \ell}^{\mathrm{e}}(t, x) & 0 \\
0 & \chi_{\mathrm{n} \ell}^{\mathrm{m}}(t, x)
\end{array}\right),
$$

where $q \in \mathbb{N}, N_{1}, N_{2} \in \mathbb{R}^{3 \times 3}$ are matrices independent of the spatial and temporal variables, 0 stands for the zero $3 \times 3$ matrix, and $G_{0, \mathrm{n} \ell}$ is the nonlinear convolution matrix kernel. Note that we do not break up the nonlinear part of the constitutive law explicitly into a local (nonlinear optical response) part and a nonlocal (dispersive) part ${ }^{14}$; this is obtained automatically if we assume singularities of $\mathrm{G}_{0, \mathrm{n} \ell}$ with respect to $t$.

REmark 2.3.14 The "chiral constitutive relation" (2.24) is motivated by the Kerr-Debye model in dielectrics (described in [87]), which is often used in nonlinear optics and represents the relaxation approximation to the Kerr nonlinearity. For a dielectric, this model is stated in terms of the polarisation $P=\varepsilon_{0} \vartheta E$, where

$$
\partial_{t} \vartheta+\frac{1}{\tau} \vartheta=\frac{1}{\tau} \varepsilon_{r}|E|^{2}
$$

and $\tau$ is a relaxation parameter that corresponds to the finite time response of the medium. Integrating this differential equation leads to a nonlinear convolutive constitutive relation $D=D(E)$ with an exponential kernel.

[^16]REmARK 2.3.15 Generalisations of the above nonlinear constitutive relations are possible, e.g., we may consider $A_{\text {or }}, G_{d}$ instead of $A_{0}, G_{0}$ (with similar generalisations for the nonlinear terms).

### 2.4 THE MAXWELL EQUATIONS IN COMPLEX MEDIA: A VARIETY OF PROBLEMS

In this section we present various problems related to the Maxwell equations in chiral media that will be treated in this work.

### 2.4.1 Time-harmonic interior domain problems $\longmapsto$ Ch. 4

The interior problem in the case of time harmonic fields of a given angular frequency $\varpi$ is important in various applications. After taking the Fourier transform, the Maxwell equations become

$$
\begin{align*}
\operatorname{curl} \widetilde{H}(x) & =i \varpi \widetilde{D}(x)+\widetilde{J}(x) \\
\operatorname{curl} \widetilde{E}(x) & =-i \varpi \widetilde{B}(x) \tag{2.26}
\end{align*}
$$

the Gauss laws yield

$$
\begin{align*}
\operatorname{div} \widetilde{D}(x) & =\widetilde{\rho}(x) \\
\operatorname{div} \widetilde{B}(x) & =0 \tag{2.27}
\end{align*}
$$

for $x \in \mathcal{O}$, and the boundary condition becomes

$$
\begin{equation*}
n(x) \times \widetilde{E}(x)=\widetilde{f}(x), \quad x \in \partial \mathcal{O} \tag{2.28}
\end{equation*}
$$

where " $\widetilde{\mathfrak{s}}$ " denotes the Fourier transform of $\mathfrak{s}$. In the case of perfect conductor boundary condition, $\widetilde{f}=0$.

As for the time-dependent case, using the constitutive relations we may obtain a system involving only the fields $\widetilde{E}, \widetilde{H}$. In terms of the six-vector notation and the Maxwell equations in the frequency domain become

$$
\begin{equation*}
i \varpi\left(\mathrm{~A}_{\text {or }}+\widetilde{\mathrm{G}_{\mathrm{d}}}\right) \widetilde{u}=\mathrm{M} \widetilde{u}+\widetilde{j}, \tag{2.29}
\end{equation*}
$$

where the boundary condition is included in the definition of the function space chosen as the state space of the system (see also Remark 2.2.1). This equation is a static equation.

In the frequency domain we may also employ the Drude-Born-Fedorov constitutive relations (2.21) in order to associate $\widetilde{D}, \widetilde{B}$ with $\widetilde{E}, \widetilde{H}$. Substituting these expressions in (2.26), we obtain ${ }^{15}$

$$
\begin{align*}
\operatorname{curl} \widetilde{H}(x) & =i \varpi\left(\varepsilon_{\widetilde{F}}(\widetilde{E}+\beta \operatorname{curl} \widetilde{E})\right)+\widetilde{J}(x), \\
\operatorname{curl} \widetilde{E}(x) & =-i \varpi\left(\mu_{\widetilde{\Im}}(\widetilde{H}+\beta \operatorname{curl} \widetilde{H})\right), \tag{2.30}
\end{align*}
$$

where we now omit the equations (2.27), which remain unaltered.

[^17]We may rearrange equations (2.30), using standard algebraic manipulations, into the form

$$
\begin{align*}
\operatorname{curl} \widetilde{E} & =\beta \gamma^{2} \widetilde{E}+i \varpi \mu_{\overparen{F}}\left(\frac{\gamma}{k}\right)^{2} \widetilde{H}+\widetilde{J}  \tag{2.31}\\
\operatorname{curl} \widetilde{H} & =\beta \gamma^{2} \widetilde{H}-i \varpi \varepsilon_{\widetilde{F}}\left(\frac{\gamma}{k}\right)^{2} \widetilde{E}
\end{align*}
$$

in $\mathcal{O}$, where $\varpi$ is the anqular frequency,

$$
\begin{equation*}
k^{2}=\varpi^{2} \varepsilon_{\widetilde{F}} \mu_{\widetilde{\mathfrak{F}}} \quad, \quad \gamma^{2}=k^{2}\left(1-\beta^{2} k^{2}\right)^{-1} \tag{2.32}
\end{equation*}
$$

and $\widetilde{J}$ is an external force. Note that $k$ is just an abbreviation for $\varpi \sqrt{\varepsilon_{\tilde{\mathfrak{F}}} \mu_{\widetilde{\mathfrak{F}}}}$ and not a wave number ${ }^{16}$. Additionally, these equations are complemented with the boundary condition (2.28).
Remark 2.4.1 Note that, when written in six-vector notation, equation (2.31) coincides with (2.29). This motivates the relation (2.22) between the parameters of the medium in the DBF and the Telegen approximation, and in this way their equivalence.

Let us mention here that in the constant coefficients case (and assuming $\widetilde{J}=0$ ), one can easily eliminate either the electric or the magnetic field from (2.31) and obtain a modified vector Helmholtz equation for $\widetilde{U}$, namely,

$$
\begin{equation*}
\Delta \widetilde{U}+2 \beta \gamma^{2} \operatorname{curl} \widetilde{U}+\gamma^{2} \widetilde{U}=0 \tag{2.33}
\end{equation*}
$$

where $\widetilde{U}$ stands for either $\widetilde{H}$ or $\widetilde{E}$, respectively.
The appropriate boundary conditions are, respectively,

$$
\begin{equation*}
n \times(n \times \operatorname{curl} \widetilde{H})=f_{\mathrm{H}} \text { and } n \cdot \widetilde{H}=g_{\mathrm{H}}, \text { on } \partial \mathcal{O}, \tag{2.34}
\end{equation*}
$$

and

$$
\begin{equation*}
n \times \widetilde{E}=f_{\mathrm{E}} \text { and } \quad \operatorname{div} \widetilde{E}=g_{\mathrm{E}}, \text { on } \partial \mathcal{O} \tag{2.35}
\end{equation*}
$$

REmARK 2.4.2 Another boundary condition often appearing in the study of electromagnetics in the frequency domain is the impedance or Leontovich condition,

$$
\widetilde{E} \times n+i \varrho Z n \times(\widetilde{H} \times n)=q,
$$

where $\varrho$ is a constant of the order $\sigma^{-1 / 2}$ ( $\sigma$ being the conductivity), $Z$ is the impedance and $q$ is a given tangential field on $\partial \mathcal{O}$. We do not use this condition in the present work.

### 2.4.2 The resonating chiral cavity problem $\mapsto$ Ch. 4

Suppose that in problem (2.29) we set $\tilde{j}=0, \tilde{f}=0$. Then the resulting problem is a homogeneous system that will have nontrivial solutions $\widetilde{u}=$ $(\widetilde{E}, \widetilde{H})^{t r}$ for specific values of the frequency $\varpi$ (the other parameters of the problem are considered to be fixed). This is equivalent to an eigenvalue problem, that will reveal the resonant frequencies of $\mathcal{O}$, called the cavity problem.

[^18]
### 2.4.3 Exterior domain problems $\mapsto$ Ch. 4

An important class of problems is when the domain is the complement of a bounded domain $\mathcal{O}$, i.e., when we are working in $\mathcal{O}_{e}:=\mathbb{R}^{3} \backslash \mathcal{O}$. Such a set $\mathcal{O}_{e}$ is often called an exterior domain. The form of the Maxwell equations remains unchanged for such problems (i.e., (2.30) hold in $\mathcal{O}_{e}$ ). Now, in addition to the boundary condition imposed on $\partial \mathcal{O}$, we have to specify the behaviour of the fields at infinity. This "substitute" of a boundary condition is a so-called radiation condition. A typical choice of radiation conditions for time-harmonic fields in achiral electromagnetic media are the Silver-Müller radiation conditions, which read

$$
\begin{align*}
\lim _{|x| \rightarrow \infty}|x|\left(\sqrt{\mu_{\mathfrak{F}, \mathrm{e}}} \widetilde{H} \times \widehat{x}-\sqrt{\varepsilon_{\mathfrak{F}, \mathrm{e}}} \widetilde{E}\right) & =0 \\
\lim _{|x| \rightarrow \infty}|x|\left(\sqrt{\varepsilon_{\mathfrak{F}, \mathrm{e}}} \widetilde{E} \times \widehat{x}+\sqrt{\mu_{\mathfrak{F}}, \mathrm{e}}\right. & \widetilde{H}) \tag{2.36}
\end{align*}=0,
$$

where $\varepsilon_{\mathfrak{F}, \mathrm{e}}, \mu_{\mathfrak{F}, \mathrm{e}}$ are the electric permittivity and magnetic permeability of the material (or the vacuum) in $\mathcal{O}_{e}$, respectively, and the convergence is assumed to be uniform over all directions $\widehat{x}=\frac{x}{|x|}$. It can be shown (see Section 5.7.4) that the Silver-Müller radiation conditions are adequate for the chiral case, too. On the boundary $\partial \mathcal{O}$ of $\mathcal{O}_{e}$ we shall impose, for instance, a boundary condition of the form (2.28).

Remark 2.4.3 In fact, it is well known that complementing the Maxwell equations in $\mathcal{O}_{e}$ with either of the Silver-Müller radiation conditions (2.36) is sufficient for obtaining uniqueness of the solution. Let us also note that the Cartesian components of any solution of the Maxwell equations satisfying the Silver-Müller radiation conditions (2.36) also satisfy the Sommerfeld radiation condition $\lim _{|x| \rightarrow \infty}(\widehat{x} \cdot \operatorname{grad} v(x)-i k v(x))=0$, uniformly over all directions $\widehat{x}$ ( $v$ is a solution of the scalar Helmholtz equation $\Delta v+k^{2} v=0$ ).

In the case that the coefficients are constant (and assuming $\widetilde{J}=0$ ), one can again eliminate either the electric or the magnetic field and obtain (2.33) with boundary condition (2.34) when $\widetilde{U}=H$, or (2.35) when $\widetilde{U}=E$. The radiation conditions become

$$
\lim _{|x| \rightarrow \infty}|x|(\operatorname{curl} \widetilde{U} \times n+n \operatorname{div} \widetilde{U}-i k \widetilde{U})=0 .
$$

### 2.4.4 Transmission problems $\longmapsto$ Chs. 5, 6

Consider now the case of a domain $\mathcal{O}$ filled with an electromagnetic medium (chiral or not). The medium is embedded in a different electromagnetic environment (again, chiral or not), i.e., $\mathcal{O}_{e}$ is considered to be filled with a different medium of infinite extent. Discontinuities of the tangential components of the electric and the magnetic field are allowed on the interface $\partial \mathcal{O}$ between $\mathcal{O}$ and $\mathcal{O}_{e}$. The problem of specifying the electromagnetic field in the whole of $\mathbb{R}^{3}$ is called the transmission problem.

Assume harmonic time dependence for the electromagnetic fields of angular frequency $\varpi$, that $\mathcal{O}$ is filled with a chiral medium with parameters $\varepsilon_{\mathfrak{F}}$, $\mu_{\mathfrak{F}}, \beta$ and that $\mathcal{O}_{e}$ is filled with a medium (chiral or not) with parameters $\varepsilon_{\mathfrak{F}, \mathrm{e}}, \mu_{\mathfrak{F}, \mathrm{e}}, \beta_{e}$. Define

$$
\begin{array}{lr}
k^{2}=\varpi^{2} \varepsilon_{\overparen{F}} \mu_{\mathfrak{F}}, & \gamma^{2}=k^{2}\left(1-\beta^{2} k^{2}\right)^{-1} \\
k_{e}^{2}=\varpi^{2} \varepsilon_{\mathfrak{F}, \mathrm{e}} \mu_{\mathfrak{F}, \mathrm{e},}, & \gamma_{e}^{2}=k_{e}^{2}\left(1-\beta_{e}^{2} k_{e}^{2}\right)^{-1}
\end{array}
$$

in the regions $\mathcal{O}$ and $\mathcal{O}_{e}$, respectively (see (2.32)).
The mathematical formulation of transmission problems consists in finding the electromagnetic field $(\widetilde{E}, \widetilde{H})$ in $\mathcal{O}$ and the electromagnetic field $\left(\widetilde{E}_{e}, \widetilde{H}_{e}\right)$ in $\mathcal{O}_{e}$ such that

$$
\begin{align*}
& \operatorname{curl} \widetilde{E}=\beta \gamma^{2} \widetilde{E}+i \varpi \mu_{\mathfrak{F}}\left(\frac{\gamma}{k}\right)^{2} \widetilde{H},  \tag{2.37}\\
& \operatorname{curl} \widetilde{H}=\beta \gamma^{2} \widetilde{H}-i \varpi \varepsilon_{\mathfrak{F}}\left(\frac{\gamma}{k}\right)^{2} \widetilde{E},
\end{align*} \quad \text { in } \mathcal{O},
$$

and

$$
\begin{align*}
& \operatorname{curl} \widetilde{E}_{e}=\beta_{e} \gamma_{e}^{2} \widetilde{E}_{e}+i \varpi \mu_{\overparen{\mathfrak{F}}, \mathrm{e}}\left(\frac{\gamma_{e}}{k_{e}}\right)^{2} \widetilde{H}_{e}, \quad \text { in } \mathcal{O}_{e}  \tag{2.38}\\
& \operatorname{curl} \widetilde{H}_{e}=\beta_{e} \gamma_{e}^{2} \widetilde{H}_{e}-i \varpi \varepsilon_{\tilde{\mathfrak{s}}, \mathrm{e}}\left(\frac{\gamma_{e}}{k_{e}}\right)^{2} \widetilde{E}_{e},
\end{align*}
$$

The electromagnetic fields of the two different regions are related by the transmission conditions on the interface,

$$
\begin{align*}
& n \times \widetilde{E}-n \times \widetilde{E}_{e}=\widetilde{f}_{\mathrm{E}}  \tag{2.39}\\
& n \times \widetilde{H}-n \times \widetilde{H}_{e}=\widetilde{f}_{\mathrm{H}}
\end{align*} \quad \text { on } \partial \mathcal{O},
$$

where $n$ is the outward normal on $\partial \mathcal{O}$ and $\widetilde{f}_{\mathrm{E}}, \widetilde{f}_{\mathrm{H}}$ are given tangential fields. Further, one of the two Silver-Müller radiation conditions

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty}|x|\left(\sqrt{\mu_{\mathfrak{F}, \mathrm{e}}} \widetilde{H}_{e} \times \widehat{x}-\sqrt{\varepsilon_{\overparen{\mathfrak{F}}, \mathrm{e}}} \widetilde{E}_{e}\right)=0 \tag{2.40}
\end{equation*}
$$

or

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty}|x|\left(\sqrt{\varepsilon_{\overparen{\mathfrak{F}}, \mathrm{e}}} \widetilde{E}_{e} \times \widehat{x}+\sqrt{\mu_{\mathfrak{F}, \mathrm{e}}} \widetilde{H}_{e}\right)=0 \tag{2.41}
\end{equation*}
$$

is also assumed to hold, uniformly over all directions $\widehat{x}$.
Remark 2.4.4 The above problem covers all four possible cases: the interior domain can be achiral or chiral, and similarly for its complement in three-dimensional space.

Clearly the corresponding electric and magnetic transmission problems can be also stated in terms of the modified Helmholtz equations.

### 2.4.5 Scattering Problems - Time-Harmonic Case $\rightharpoondown$ Chs. 5, 6

A very important special case of exterior or transmission boundary value problems is that of scattering of electromagnetic waves. We consider the same setting (and adopt the same notation) as in Section 2.4.4. Assume now that the electromagnetic field, created by an incident field ( $E^{\mathrm{inc}}, H^{\mathrm{inc}}$ )
which is applied in $\mathcal{O}_{e}$, interacts with the material in $\mathcal{O}$ (the scatterer). The incident field depends on the properties of the two different materials as well as on the geometry of $\mathcal{O}$, and generates a total electromagnetic field $\left(\widetilde{E}^{t}, \widetilde{H}^{t}\right)$ in $\mathcal{O}$ ( and $\left.\mathcal{O}_{e}\right)$, part of which, called the scattered field $\left(\widetilde{E}^{e}, \widetilde{H}^{e}\right)$, is scattered in $\mathcal{O}_{e}$. In mathematical terms, the incident field ( $\left.E^{\mathrm{inc}}, H^{\mathrm{inc}}\right)$ is a solution of the chiral Maxwell equations in the exterior unbounded domain $\mathcal{O}_{e}$ that does not satisfy the Silver-Müller radiation conditions. On the other hand, the scattered field ( $\left.\widetilde{E}^{e}, \widetilde{H}^{e}\right)$ satisfies the Silver-Müller radiation conditions.

The total electromagnetic field in $\mathcal{O}_{e}$,

$$
\widetilde{E}^{t}=E^{\mathrm{inc}}+\widetilde{E}^{e}, \quad \widetilde{H}^{t}=H^{\mathrm{inc}}+\widetilde{H}^{e},
$$

satisfies the boundary condition under consideration (e.g., the perfect conductor boundary condition $)^{17}$ on the boundary $\partial \mathcal{O}$ of the domain $\mathcal{O}$ (the scatterer).

The perfect conductor scattering problem then reads: find the total exterior electromagnetic field $\left(\widetilde{E}^{t}, \widetilde{H}^{t}\right)$ so that
(i) $\widetilde{E}^{t}, \widetilde{H}^{t}$ satisfy the chiral Maxwell equations (2.38) in $\mathcal{O}_{e}$.
(ii) $\widetilde{E}$ satisfies the perfect conductor boundary condition $\left(n \times \widetilde{E}^{t}=0\right)$ on $\partial \mathcal{O}$.
(iii) The scattered field $\left(\widetilde{E}^{e}, \widetilde{H}^{e}\right)$ satisfies either (2.40) or (2.41).

REMARK 2.4.5 Since the incident field ( $\left.E^{\mathrm{inc}}, H^{\mathrm{inc}}\right)$ is a solution of the chiral Maxwell equations in $\mathcal{O}_{e}$, the above scattering problem can be restated in terms of the scattered field $\left(\widetilde{E}^{e}, \widetilde{H}^{e}\right)$. Indeed, $\left(\widetilde{E}^{e}, \widetilde{H}^{e}\right)$ must satisfy the chiral Maxwell equations in $\mathcal{O}_{e}$, one of the two above Silver-Müller radiation conditions, while the perfect conductor boundary condition becomes

$$
\begin{equation*}
\widetilde{E}^{e} \times n=-E^{\mathrm{inc}} \times n . \tag{2.42}
\end{equation*}
$$

Similarly, the scattering of a given incident electromagnetic wave ( $E^{\mathrm{inc}}, H^{\mathrm{inc}}$ ) propagating in an environment $\mathcal{O}_{e}$ filled with a homogeneous chiral (or achiral) material of parameters $\varepsilon_{\mathfrak{F}, \mathrm{e}}, \mu_{\mathfrak{F}, \mathrm{e}}, \beta_{e}$ by a penetrable obstacle $\mathcal{O}$ filled with a different homogeneous chiral (or achiral) material of parameters $\varepsilon_{\mathfrak{F}}, \mu_{\mathfrak{F}}, \beta$ is described by the following transmission boundary value problem, which covers all four possible cases regarding the nature of the homogeneous materials which fill the obstacle and its surrounding space in terms of them being chiral or not: Find fields $\widetilde{E}, \widetilde{H}$ satisfying (2.37) in $\mathcal{O}$, and $\widetilde{E}^{e}, \widetilde{H}^{e}$ satisfying (2.38) in $\mathcal{O}_{e}$ the transmission conditions

$$
\begin{align*}
& \widetilde{E}^{e} \times n-\widetilde{E} \times n=-E^{\mathrm{inc}} \times n, \quad \text { on } \partial \mathcal{O},  \tag{2.43}\\
& \widetilde{H}^{e} \times n-\widetilde{H} \times n=-H^{\mathrm{inc}} \times n,
\end{align*}
$$

and one of the Silver-Müller radiation conditions (2.40) - (2.41).

[^19]
### 2.4.6 Interior domain problems in the time domain $\mapsto$ Ch. 7

An important class of problems comprises interior domain problems. In such problems we assume that $\mathcal{O}$ is a bounded domain, filled with a complex material. The aim is to describe the spatiotemporal evolution of the electromagnetic fields in the time domain. This amounts to solving the Maxwell equations in $\mathcal{O}$, supplemented with appropriate boundary conditions. A typical example of a boundary condition is the perfect conductor boundary condition (2.4).

So, the interior problem takes the form

$$
\begin{align*}
\operatorname{curl} H(t, x) & =\partial_{t} D(t, x)+J(t, x) \\
\operatorname{curl} E(t, x) & =-\partial_{t} B(t, x) \tag{2.44}
\end{align*}
$$

along with the Gauss laws

$$
\begin{align*}
\operatorname{div} D(t, x) & =\rho(t, x)  \tag{2.45}\\
\operatorname{div} B(t, x) & =0
\end{align*}
$$

for $x \in \mathcal{O}$, where $J$ is the electric current density and $\rho$ is the density of the externally impressed electric charge. These equations are to be supplemented with the perfect conductor boundary condition

$$
n \times E(t, x)=0, \quad x \in \partial \mathcal{O}, t \in[0, T]
$$

where by $n$ we denote the exterior normal to the boundary of $\mathcal{O}$. A more general boundary condition is the "nonhomogeneous" version of the perfect conductor boundary condition, i.e.,

$$
n \times E(t, x)=f, \quad x \in \partial \mathcal{O}, t \in[0, T]
$$

where $f$ is a given tangential field; this problem may be transformed into a problem with homogeneous boundary conditions with a modified source term (see Remark 2.2.1). The fields $D, B$ are given in terms of the fields $E$, $H$ by the constitutive relations (2.10) (or (2.15)). Inserting the constitutive relations in the Maxwell equations provides a system of PDEs determining the evolution of the fields $E, H$.

We now present this equation in the form of an abstract differential equation. Taking into account the comments in the footnote on page 12, the constitutive relations, e.g., (2.10) and the definition of the Maxwell operator M (see (2.8)) the Maxwell equations (2.44) assume the form

$$
\begin{equation*}
\left(\mathrm{A}_{\mathrm{or}} u+\mathrm{G}_{\mathrm{d}} \star u\right)^{\prime}=\mathrm{M} u+j, \tag{2.46}
\end{equation*}
$$

where the prime denotes differentiation with respect to time. The mathematical model for such problems is in the form of a Volterra-type integrodifferential boundary value problem. This equation can be further simplified if we assume that $\mathrm{G}_{\mathrm{d}}(t, x)$ is weakly differentiable with respect to the temporal variable. Then we may differentiate the convolution integral, and by multiplying to the right by $\mathrm{A}_{\text {or }}^{-1}$ the equation can be written as

$$
\begin{equation*}
u^{\prime}=\mathrm{M}_{\mathrm{A}} u+\mathrm{G}_{\mathrm{A}} \star u+\mathrm{J}_{\mathrm{A}}, \tag{2.47}
\end{equation*}
$$

where

$$
\mathrm{G}_{\mathrm{A}}=-\mathrm{A}_{\mathrm{or}}^{-1} \mathrm{G}_{\mathrm{d}}^{\prime}, \quad \mathrm{M}_{\mathrm{A}}=\mathrm{A}_{\text {or }}^{-1} \mathrm{M}, \mathrm{~J}_{\mathrm{A}}=\mathrm{A}_{\text {or }}^{-1} j,
$$

and we have assumed that $\mathrm{G}_{\mathrm{d}}(0, x)=0$. Otherwise, there is an extra term ${ }^{18}$ proportional to $u$, which may be incorporated in the definition of the operator $\mathrm{M}_{\mathrm{A}}$, leading to minor modifications to the mathematical treatment. The boundary conditions, as well as the divergence free character of the electromagnetic field, can be included in the definition of the operator M in appropriately selected function spaces.

The well posedness of such problems will be studied in Chapter 7.

### 2.4.7 Controllability and optimal control problems $\rightarrow$ Ch. 8

Consider a complex medium, confined within the domain $\mathcal{O} \subset \mathbb{R}^{3}$, considered to be sufficiently smooth. Assuming sufficient temporal smoothness of the convolution kernels $\mathrm{G}_{\mathrm{d}}$, we rewrite the Maxwell equations for the electromagnetic fields in the medium in the compact form (see Section 2.4.6, equation (2.47)):

$$
\begin{equation*}
u^{\prime}=\mathrm{M}_{\mathrm{A}} u+\mathrm{G}_{\mathrm{A}} \star u+\mathrm{J}_{\mathrm{A}} . \tag{2.48}
\end{equation*}
$$

We now assume that we have access to an internal control $v$, that acts on the system. This internal control is an externally determined function $v(\cdot)$, which may be chosen at will so as to impose on the system a specific type of behaviour. The terminology internal control is chosen to clarify that this process may act on the whole of the domain $\mathcal{O}$. Other choices for the control function, e.g., controls that are only allowed to act on $\partial \mathcal{O}$ (boundary controls), or internal controls that act on a subset $\mathcal{O}_{c}$ of the domain $\mathcal{O}$, can also be considered.

The effect that the control $v(\cdot)$ has on the system is modelled through an operator $\mathcal{B}$, which is usually called the control to state operator. In the general theory of control, it is usually assumed that the control function $v$ "lives" in a space $\mathbb{V}$ (the control space), which is, in general, different from the space $\mathbb{H}$ in which the solution of the system "lives" (the state space). Therefore, the operator $\mathcal{B}: \mathbb{V} \rightarrow \mathbb{H}$ transfers the action of the control $v$ from the control space to the state space. For simplicity of presentation, we identify the control space $\mathbb{V}$ with an appropriate subset of the state space $\mathbb{H}$. This choice is feasible within the context of internal control and allows us to set ideas involving as little technical complications as possible. The action of the control $v$ on the state of the system is thus modelled by the evolution equation

$$
\begin{equation*}
u^{\prime}=\mathrm{M}_{\mathrm{A}} u+\mathrm{J}_{\mathrm{A}}+\mathrm{G}_{\mathrm{A}} \star u+\mathcal{B} v \tag{2.49}
\end{equation*}
$$

The problem of controllability can now be stated as follows: Given $T>0$, an initial condition $u(0)=U_{0}$ and a final condition $u(T)=U_{T}$, can we find a control procedure $v^{*}(\cdot)$ such that the solution of the system (2.49) with $v(\cdot)=v^{*}(\cdot)$ satisfies $u(0)=U_{0}$ and $u(T)=U_{T}$ ?

[^20]
### 2.4.8 Homogenisation problems in periodic media $\mapsto$ Ch. 9

In practice, complex media may be spatially inhomogeneous, so that the constitutive relation is of the form

$$
\mathrm{d}=\mathrm{A}_{\mathrm{or}} u+\mathrm{G}_{\mathrm{d}} * u,
$$

with $\mathrm{A}_{\text {or }}=\mathrm{A}_{\text {or }}(x)$ and $\mathrm{G}_{\mathrm{d}}=\mathrm{G}_{\mathrm{d}}(t, x)$. In many applications of interest, e.g., crystals, periodic gratings, etc., the spatial dependence of the medium parameters can be periodic, i.e., there exists a vector $\ell$ (the period), such that $\mathfrak{s}(x+\ell)=\mathfrak{s}(x)$, where $\mathfrak{s}$ is a proxy for the functions $\mathrm{A}_{\text {or }}$ and $\mathrm{G}_{\mathrm{d}}$.

The spatial inhomogeneity of the medium may introduce interesting phenomena, e.g., quenching of waves ([437]). One interesting class of problems is when there is a periodic microstructure in the medium. Such situations may be modelled by assuming that the function $\mathfrak{s}$ has a spatial dependence of the form $\mathfrak{s}\left(\frac{x}{\epsilon}\right)$, where $\epsilon$ is a small parameter. The small parameter $\epsilon$ is included to stress the fact that the coefficients of the medium present oscillations on a small spatial scale. This is a reasonable model for the medium microstructure.

For such media, the evolution of the fields is given by the Maxwell equations

$$
\begin{equation*}
\left(\mathrm{d}^{\epsilon}\right)^{\prime}=\mathrm{M} u^{\epsilon}+j^{\epsilon} \tag{2.50}
\end{equation*}
$$

with constitutive relations of the form

$$
\begin{equation*}
\mathrm{d}^{\epsilon}=\mathrm{A}_{\mathrm{or}}^{\epsilon}(x) u^{\epsilon}+\mathrm{G}_{\mathrm{d}}^{\epsilon}(x) \star u^{\epsilon}, \tag{2.51}
\end{equation*}
$$

where $u^{\epsilon}=\left(E^{\epsilon}, H^{\epsilon}\right)^{t r}, \mathrm{~d}^{\epsilon}=\left(D^{\epsilon}, B^{\epsilon}\right)^{t r}$ and $\mathrm{A}_{\text {or }}^{\epsilon}(x)=\mathrm{A}_{\text {or }}\left(\frac{x}{\epsilon}\right), \mathrm{G}_{\mathrm{d}}^{\epsilon}(\cdot, x)=$ $\mathrm{G}_{\mathrm{d}}\left(\cdot, \frac{x}{\epsilon}\right)$. The Maxwell equations are further supplemented with a suitable boundary condition, e.g., the perfect conductor boundary condition. In the above equations the notation $\mathfrak{s}^{\epsilon}=\mathfrak{s}^{\epsilon}(t, x)$, where $\mathfrak{s}$ is a proxy for d , $u$ is used to show that for each choice of the parameter $\epsilon$ (which specifies the length scale of spatial periodicity of the medium), we obtain a particular field configuration.

An important question is what happens to this family of electromagnetic fields as $\epsilon \rightarrow 0$, that is, in the limit of very fast oscillations in space of the medium coefficients. Mathematically this amounts to considering the limit as $\epsilon \rightarrow 0$ of the sequence of functions $\left\{u^{\epsilon}\right\}=\left\{u^{\epsilon}(t, x)\right\}$, which are determined as the solutions of the set of differential equations (2.50) with the constitutive relations (2.51). The first issue to be studied is the existence of such a limit and in particular in which topology do we expect the sequence $\left\{u^{\epsilon}\right\}$ to have a limit. It turns out that this problem is not very well behaved in the sense that in most cases of interest, the limit exists in a very weak sense, namely, in the weak star topology ${ }^{19}$. The second issue to be studied is whether

[^21]this limit can be thought of as satisfying a system of differential equations similar to the Maxwell equations. It can be shown that the limit satisfies the Maxwell equations with a constitutive relation similar to (2.51) but now with constant medium coefficients. This means that in the limit as $\epsilon \rightarrow 0$ we may replace the original spatially inhomogeneous medium by an "equivalent" spatially homogeneous medium, at least as far as the electromagnetic field properties are concerned. This approach is called homogenisation. It is very useful in a number of applications since it provides methods that allow us to compute the constant coefficients of the homogenised medium. Further, it is also useful for numerical treatment of these equations since it is extremely difficult and sometimes impossible to numerically approximate PDEs with changing coefficients on a fast scale.

The problem of homogenisation is meaningful also in the time-harmonic case, where we no longer monitor the temporal evolution of the fields, which is assumed to be time periodic with period $\frac{2 \pi}{\varpi}$, but the spatial properties of the fields as influenced by the microstructure of the medium.

### 2.4.9 Some aspects of scattering theory $\longrightarrow$ Ch. 10

Broadly speaking, scattering theory can be thought of as the study of the interaction of an propagating wave with an inhomogeneous medium. In developing a scattering theory, a comparison is made between the solutions of a perturbed system and the solutions of an unperturbed system. The asymptotic behaviour of the two systems is investigated as the time tends to $\pm \infty$ with the aim of determining whether or not the perturbed system appears to behave like the unperturbed system in the distant past or in the distant future. In this framework, under certain conditions, a relatively simple scattering theory involving achiral materials (unperturbed system) can be modified to accommodate problems involving chiral materials (perturbed system); this is the subject of Chapter 10.

### 2.4.10 Nonlinear problems $\mapsto$ Ch. 11

The spatiotemporal evolution of the fields is given by the Maxwell equations where the constitutive relations $d=\mathcal{L} u$ are now nonlinear and of the form introduced in Section 2.3.5.

Using the notation introduced earlier (see Section 2.3.5 and in particular equation (2.24)), we may write the Maxwell system in a more compact form as

$$
\left(\mathrm{A}_{0} u+\mathrm{G}_{0} \star u+\mathrm{G}_{0, \mathrm{n} \ell} \star \mathrm{~N}(u) u\right)^{\prime}=\mathrm{M} u+j
$$

with initial condition $u(0)=u_{0}$ and appropriate boundary conditions (e.g., the perfect conductor boundary conditions).

This modification will turn the Maxwell system into a system of nonlinear partial differential equations. The mathematical theory of nonlinear PDEs is considerably more involved than that of linear systems, and the solutions of the former present new and exciting phenomena, e.g., blow-up phenomena,
special classes of propagating wave solutions, etc. While some works on such systems, using formal asymptotics, predict the existence of interesting soliton-like solutions, to the best of our knowledge there are no other rigorous mathematical results in this direction.

### 2.4.11 Random media problems $\mapsto$ Ch. 12

The evolution of the electromagnetic fields in random media will be modelled by the Maxwell equations complemented by the random constitutive relations introduced in Section 2.3.4. In these equations we will also allow the external sources terms $J$ to be subject to some randomness, treating them as random fields. This leads to the Maxwell equations, suppressing as usual the $x$-dependence, in the form

$$
\begin{equation*}
\left(\mathrm{A}_{\mathrm{or}, \omega} u+\mathrm{G}_{\omega} \star u\right)^{\prime}=\mathrm{M} u+j_{\omega}, \tag{2.52}
\end{equation*}
$$

where now $j_{\omega}=\mathfrak{j}(t, x, \omega)$ is a random process defined on a probability space $(\Omega, \mathscr{F}, P)$. An important aspect of the problem is the choice of a convenient model for the randomness. There are two major classes of problems, presenting qualitatively different behaviour, depending on the choice of the random forcing term $j_{\omega}$,
$\triangleright j_{\omega}$ is of finite variation with respect to time,
$\triangleright j_{\omega}$ is of infinite variation with respect to time.
Both cases are equally important in modelling. As the first case is intuitively easier to understand, we focus on the interpretation of the second. Assume that we wish to model experimental uncertainty resulting from the accumulation of a large number of independent errors, identically distributed and each having finite statistical moments up to the second. Then, using arguments based on the central limit theorem, we expect Gaussian properties for the random fields modelling these errors. Consider the external source $\mathfrak{j}(t, x, \omega)$ for instance: we assume that this may be decomposed into two contributions, one being the average behaviour of the random source and the other being the purely random fluctuations around this average behaviour. By average behaviour we understand some sort of mathematical expectation of the source term $\mathfrak{j}(t, x, \omega)$; this will be expressed shortly in a more rigorous mathematical fashion as $\mathbb{E}_{P}[\mathfrak{j}(t, x, \omega)]$, where $\mathbb{E}_{P}[\cdot]$ is the expectation operator over the probability measure $P$. The random fluctuation terms are expected to average to 0 , i.e., they have vanishing expectation. This reflects the fact that we may observe realisations of the source terms exceeding the average behaviour by $z$ and realisations receding the average behaviour by $-z$ with the same probability.

We now assume that the fluctuations part of $\mathfrak{j}(t, x, \omega)$ can be modelled as a white noise type of process with respect to the temporal variation, which presents possible spatial correlations. Formally, if $j_{\text {fe }}(t, x, \omega)$ denotes the part of $\mathfrak{j}(t, x, \omega)$ corresponding to the fluctuations, our modelling assumption for
the randomness is that

$$
\mathbb{E}_{P}\left[j_{\mathrm{f} \ell}(t, x, \omega) j_{\mathrm{f} \ell}\left(t^{\prime}, x^{\prime}, \omega\right)\right]=\varrho\left(x, x^{\prime}\right) \delta\left(t-t^{\prime}\right),
$$

where $\varrho\left(x, x^{\prime}\right)$ is a kernel function representing the spatial correlations of the fluctuations and $\delta$ is the Dirac delta function. A stochastic process that may satisfy, formally, these assumptions is the temporal derivative of a stochastic process, the Wiener process (or Brownian motion) (see, e.g., [224]), or rather its infinite-dimensional version, $W(t, \omega)$, called the $Q$-Wiener process (see, e.g., [120] or Appendix B). This is a Banach space - valued stochastic process, with almost surely continuous paths, and independent increments that are distributed by the normal distribution with mean 0 and variance $(t-s) Q$, where $Q$ is a trace class operator that gives the structure of the spatial correlations of the fluctuations and $t-s$ is the time increment. This stochastic process is a very reasonable model as it is based on the assumption of normality of random deviations from the "mean" deterministic fields, a fact that can be supported by statistical arguments based on the law of large numbers. For an introduction to random variables on Banach spaces and the definition of the $Q$-Wiener process the reader may consult Appendix B, and in particular Section B.4.

Therefore, we consider the random source to be of the form

$$
\begin{equation*}
\mathfrak{j}(t, x, \omega)=j(t, x)+\mathrm{Q} \frac{d}{d t} W(t, \omega) \tag{2.53}
\end{equation*}
$$

where by $j(t, x)$ we denote the "average" source and the second term models the fluctuations around this average. Q is the spatial autocorrelation operator for the source term $\mathfrak{j}(t, x, \omega)$ and is related to $Q$, the spatial autocorrelation operator for the Wiener process. However, we must stress that the expression of the random source in equation (2.53) is purely formal! It is well known that the temporal derivative of the Wiener process can be defined nowhere for almost all $t$ and almost surely with respect to the probability measure $P$. The temporal derivative can be defined at best in terms of the theory of distributions.

The Maxwell equations with random constitutive relations and using the random field $\mathfrak{j}(t, x, \omega)$ for the source term are random evolution equations the solutions of which will be random fields. If we assume that $\mathfrak{j}(t, x, \omega)$ is of bounded variation with respect to $t$, then (2.52) can be treated as a partial integrodifferential equation with random coefficients, the solution of which is defined pointwise in $\omega$, and which may be considered a random process itself. In this case one may extend the techniques employed for the study of deterministic evolution equations so as to treat (2.52). If we adopt the model (2.53) for the random source term, the nondifferentiability of the Wiener process calls for a special treatment of the random evolution equation. We first rewrite the random Maxwell equations in integral form as

$$
\begin{equation*}
\mathrm{d}(t, x, \omega)-\mathrm{d}(0, x)=\int_{0}^{t} \mathrm{M} u(s, x, \omega) d s+\int_{0}^{t} j(s, x) d s+\int_{0}^{t} \mathrm{Q} d W(s) \tag{2.54}
\end{equation*}
$$

If necessary, the above can be supplemented with Gauss's laws, assuming the charge density to be a random field as well. The rigorous mathematical treatment of the term $\int_{0}^{t} \mathrm{Q} d W(s)$ has to be done in terms of the theory of the Itō integral. This is an integral designed to handle the problem of integrating a stochastic process over the paths of a Wiener process. Since the paths of the Wiener process have almost surely infinite variation, a theory of integration based on the Riemann-Stieltjes integral is not sufficient to deal with the rigorous modelling of the cumulative effects of the randomness on the electromagnetic fields. Instead, one has to exploit the fact that the Wiener process has finite quadratic variation and construct an integral based on the quadratic variation of the integrator. This theory, which is an infinite dimensional extension of Itō's theory of stochastic integration, finds important applications in a number of modelling situations. For a brief introduction to this theory the reader can consult Appendix B and in particular Section B.5. With the interpretation of the stochastic integral as an Itō integral, the random Maxwell equations become a set of stochastic partial differential equations (SPDEs).

We rewrite now the system in more compact form. Under the standing assumption, as in the deterministic case, that $\mathrm{A}_{\mathrm{or}, \omega}$ is an invertible matrix almost surely in $P$ we express (2.54) as the stochastic integrodifferential equation

$$
u(t)+(\mathcal{K} \star u)(t)=\mathrm{A}_{\mathrm{or}, \omega}^{-1} u(0)+\int_{0}^{t} \mathrm{M}_{\mathrm{A}} u(s) d s+\int_{0}^{t} \mathrm{~J}_{\mathrm{A}}(s) d s+\int_{0}^{t} \mathrm{Q} d W(s)
$$

where

$$
\mathcal{K}=\mathrm{A}_{\mathrm{or}, \omega}^{-1} \mathrm{G}_{\mathrm{d}}, \mathrm{M}_{\mathrm{A}}=\mathrm{A}_{\mathrm{or}, \omega}^{-1} \mathrm{M}, \quad \text { and } \mathrm{J}_{\mathrm{A}}=\mathrm{A}_{\mathrm{or}, \omega}^{-1} j .
$$

Assuming the differentiability with respect to time of the convolution kernel ${ }^{20}$, this is equivalent to the integral equation

$$
\begin{align*}
u(t)=u(0)+\int_{0}^{t} \mathrm{M}_{\mathrm{A}} u(s) d s & +\int_{0}^{t}\left(\int_{0}^{s} \mathrm{G}_{\mathrm{A}}(s-r) u(r) d r\right) d s \\
& +\int_{0}^{t} \mathrm{~J}_{\mathrm{A}}(s) d s+\int_{0}^{t} \mathrm{Q}_{\mathrm{A}}(s, \omega) d W(s) \tag{2.55}
\end{align*}
$$

where $G_{A}=-A_{o r, \omega}^{-1} G_{\omega}^{\prime}$ and $Q_{A}=A_{o r, \omega}^{-1} Q$. In the above equations the integrals with respect to $t$ are considered in the Riemann-Stieltjes sense, while the integrals with respect to the Wiener process are considered in the Itō sense.

In more general models, $Q_{\mathrm{A}}$ can be an operator-valued stochastic process that models the effect of spatial correlations of the fluctuating terms. Let us note that $Q_{A}$ either may be independent of the electromagnetic field or may be a function of the electromagnetic field (linear or nonlinear). The first case, especially if $\mathrm{G}_{\mathrm{A}}$ is not a random process, is called the additive noise case, whereas the second case is called the multiplicative noise case.

[^22]The boundary condition is considered to be the perfect conductor boundary condition, as usual. In order to simplify the notation, we sometimes write the above integral equation in differential form as

$$
\begin{equation*}
d u(t)=\left(\mathrm{M}_{\mathrm{A}} u(t)+\left(\mathrm{G}_{\mathrm{A}} \star u\right)(t)+\mathrm{J}_{\mathrm{A}}\right) d t+\mathrm{Q}_{\mathrm{A}} d W(t) \tag{2.56}
\end{equation*}
$$

The evolution equation for the electromagnetic fields is in the form of a stochastic integrodifferential equation of Volterra type. Similar issues as those treated in the deterministic case concerning well posedness arise also in the stochastic case, where of course different methods and techniques have to be employed. Furthermore, important issues concerning how the randomness in the sources and/or the medium affects the behaviour of observed fields arise, e.g., how are the spatial autocorrelation properties of the fields related to those of the sources, how is the regularity of the solutions affected by the regularity of the sources, etc. Such problems are treated in Chapter 12.

Remark 2.4.6 (Random vs stochastic)
$\triangleright$ RANDOM The class of models for random media of the form (2.52) where the temporal part of the random fields involved (e.g., $j_{\omega}$ ) is of bounded variation and there is possibly random spatial structure in the medium allows the evolution equations to be treated in the usual sense, i.e., in terms of the Riemann-Stieltjes or Bochner integration, as evolution equations with random coefficients. Such problems will be called random problems in what follows. In this case the solutions inherit the temporal regularity of the source terms, i.e., they are of bounded variation in time. Random problems find important applications in, e.g., the homogenisation of random media (see Section 2.4.13).
$\triangleright$ STOCHASTIC The class of models where the randomness in the medium is introduced by a process whose temporal part displays unbounded variation, e.g., of the form (2.53), is possibly the most demanding case from the mathematical point of view as it requires the full arsenal of stochastic analysis for its treatment. Within this class of problems, we may either consider a well-behaved spatial structure of the noise terms (as modelled by the spatial autocorrelations operator $Q$ ) or a white noise structure in space as well, an assumption that leads to electromagnetic fields with rather rough spatial structure. We will use the terminology stochastic problems for this class. In this case the solutions inherit the pathological temporal behaviour of the forcing term, and in certain cases this has effects also on the spatial regularity.

### 2.4.12 Stochastic controllability $\mapsto$ Ch. 13

The controllability problems presented in Section 2.4.7 have natural counterparts for the stochastic Maxwell equations. However, the introduction of noise introduces complications related to the measurability of the control procedure with respect to the filtration generated by the Wiener process,
thus calling for an approach that is different from the one employed in the deterministic case. In Chapter 13 we treat this problem offering two alternatives, one related to an approximate controllability approach based on the approximation of the final target state and one based on the theory of backward stochastic evolution equations (BSEEs).

### 2.4.13 Homogenisation problems in random media $\mapsto$ Ch. 14

Often, complex electromagnetic media do not have a deterministic periodic structure but rather a statistical type of periodicity, in the sense that the statistical properties of the medium are invariant when one performs specific translations in space. Such cases may arise, for instance, when we consider media with a crystalline structure but with random imperfections, etc. If the medium exhibits some randomness, then the concept of periodicity is too restrictive and must be replaced by a more general condition that allows us to calculate limits of the form $\lim _{L \rightarrow \infty} \frac{1}{2 L} \int_{2 L} E(x, \omega) d x$. This concept is the concept of ergodicity.

Consider a linear random complex medium, modelled by constitutive relations of the form

$$
\mathrm{d}_{\omega}=\mathrm{A}_{\mathrm{or}, \omega} u_{\omega}+\mathrm{G}_{\omega} \star u_{\omega} .
$$

For simplicity the randomness is assumed to be spatial only. In the above $u_{\omega}=u(\cdot, \omega)$ is a general notation for a random field $u: \Omega \rightarrow V$, where $(\Omega, \mathscr{F}, P)$ is a probability space and $V$ is a properly selected function space. The probability space $(\Omega, \mathscr{F}, P)$ is a model for the spatial randomness of the medium; we will return to specific examples later on. The random nature of the medium is used to model imperfections of the medium due to its construction, experimental mis-specifications of the medium properties, etc.

We will consider the following framework. Let $(\Omega, \mathscr{F}, P)$ be a probability space and $\mathfrak{G}$ be a group on $\Omega$ such that the probability measure $P$ is preserved under the action $\tau$ of this group, i.e., $P(\tau A)=P(A)$ for every $A \in \mathscr{F}$. The probability space $(\Omega, \mathscr{F}, P)$ is to be interpreted as follows: Each realisation $\omega$ corresponds to a particular configuration of the medium. In other words, each experiment we perform on a particular medium corresponds to a particular choice of $\omega \in \Omega$. However, it is not known beforehand and with certainty which medium is to be realised when the experiment is performed. The probability that a particular medium is realised is given by the probability measure $P$.

A particular case of interest is $\Omega=\mathbb{R}^{3}$ (i.e., each $\omega$ is identified with a point $x \in \mathbb{R}^{3}$ ), $\mathscr{F}=\mathscr{B}\left(\mathbb{R}^{3}\right)$ is the Borel $\sigma$-algebra, and $P$ is any probability measure on $\mathscr{F}$. Then a typical choice is $\mathfrak{G}=\left(\mathbb{R}^{3},+\right)$, the usual translation group with group action $\tau_{y}=x+y$. The preservation of the probability measure under the action of the group now reads

$$
P\left(\tau_{y} A\right)=P(A), \quad \forall A \in \mathscr{F}, \quad \forall y \in \mathbb{R}^{3}
$$

We assume certain conditions on the random coefficients. These are the conditions of ergodicity and stationarity. These properties guarantee that,
in a statistical sense, parts of the material located at different positions will present the same properties, i.e., that the statistical properties of the medium are invariant under translations which are to be understood as the transformation $\tau_{x}$. This fact, as we shall see shortly, allows us to look at average properties of the material at large scales and obtain nice expressions for these quantities. In fact, by the ergodic theorem (see, e.g., [67]) we may obtain that

$$
F\left(\frac{x}{\epsilon}, \omega\right) \rightharpoonup \mathbb{E}[F], \text { as } \epsilon \rightarrow 0, \text { a.s. } \quad \text { in } L^{\infty}\left(\mathbb{R}^{3}\right)
$$

where ${ }^{21} \mathbb{E}$ is the expectation over the measure $P$. The ergodic hypothesis implies that instead of looking at an ensemble average of media and averaging the properties of the medium on the ensemble average, we may consider a single realisation of the medium whose spatial dimensions are large and sample its properties by traversing this single realisation for large enough distances.

This approach is relevant for a variety of situations, e.g., for a medium exhibiting random imperfections whose numbers and centres are randomly distributed with the Poisson distribution (for details and other examples, see [344], [408]). It is important to note that deterministic periodic media fall easily within this general framework by taking $\Omega$ as the unit torus $\mathbb{T}$ in $\mathbb{R}^{d}$, the meaning of $\omega$ here being that we may consider any point in the unit torus (unit cell of the medium) as the origin of the coordinate system, chosen randomly according to the Lebesgue measure on the unit torus (see [344]).

The evolution of electromagnetic fields in this medium is given by the Maxwell equations in the usual form

$$
\begin{equation*}
\left(\mathrm{A}_{\mathrm{or}, \omega}^{\epsilon} u^{\epsilon}+\mathrm{G}_{\omega}^{\epsilon} \star u^{\epsilon}\right)^{\prime}=\mathrm{M} u^{\epsilon}+\mathrm{J}_{\mathrm{A}}, \tag{2.57}
\end{equation*}
$$

in some domain $\mathcal{O} \subset \mathbb{R}^{3}$, complemented with the perfect conductor boundary condition

$$
n \times u_{1}^{\epsilon}=0, \quad x \in \partial \mathcal{O}
$$

where now all the involved quantities are considered random fields and the superscripts $\epsilon$ have the same meaning as in Section 2.4.8. We consider here the random terms to be of finite variation, so that (2.57) is understood as a differential equation with random coefficients rather than as a stochastic partial differential equation (see Remark 2.4.6).

The question to be addressed here is similar to the question addressed in Section 2.4.8 for the deterministic periodic case, i.e., (a) whether and in which sense do the limits of the sequence of random fields $\left\{u^{\epsilon}\right\},\left\{d^{\epsilon}\right\}$ exist and (b) do the limits of these fields $u^{*}$ and $\mathrm{d}^{*}$ satisfy a differential equation similar in form to the Maxwell equation (2.57) and, if so, with what constitutive relations? We shall see in Chapter 14 that the answer to both questions is positive, and there exists a homogenised medium the coefficients of which may be determined using techniques from ergodic theory and elliptic homogenisation theory.

[^23]
## Chapter Three

## Spaces and Operators

### 3.1 INTRODUCTION

Let $\mathcal{O}$ be an open set in $\mathbb{R}^{N}$ such that it is locally on one side of its boundary $\Gamma:=\partial \mathcal{O}$, which is supposed to be bounded and Lipschitz. We shall be interested mainly in the case of $N=3$, so in the following unless explicitly stated otherwise, we are considering this case. Further, without loss of generality, we suppose that $\Gamma$ is connected (for otherwise, one could work separately at each connected component). Such a set $\mathcal{O}$ will be referred to as "regular" in what follows. Let $n$ denote the outward unit normal vector to $\Gamma$. In addition, let $\mathcal{O}_{e}:=\mathbb{R}^{N} \backslash \overline{\mathcal{O}}$. By $\mathbb{N}_{0}$ we denote the set $\mathbb{N} \cup\{0\}$.

Recall that if $\mathcal{T}$ is a topological space and $x, y \in \mathcal{T}$, a path from $x$ to $y$ is a continuous function $\mathfrak{f}:[0,1] \rightarrow \mathcal{T}$ such that $\mathfrak{f}(0)=x$ and $\mathfrak{f}(1)=y . \mathcal{T}$ is pathwise connected if there exists a path joining any two points in $\mathcal{T}$. Finally, $\mathcal{T}$ is simply connected if it is pathwise connected and every path between two points $x, y \in \mathcal{T}$ can be continuously transformed, staying within $\mathcal{T}$, into every other path while preserving the two end points. In three dimensions, let $\mathcal{T}=\mathcal{O} \subseteq \mathbb{R}^{3}$ : a typical example of a simply connected set is any convex $\mathcal{O}$, while an example of a nonsimply connected set is the torus. In this work we will restrict ourselves to simply connected domains; however, many of the results may be generalised to nonsimply connected ones.

This chapter ${ }^{1}$ is included for the convenience of the reader and consists mainly of definitions and various properties (without proofs) of spaces and operators used in this book; unless otherwise stated, for a full treatment of the contents of this chapter one can consult [91], [126]; see also [135], [324]. A large amount of related material can be also found in [79], [171].

### 3.2 FUNCTION SPACES

By $C^{k}(\mathcal{O}), k \in \mathbb{N}$, we denote the space of $k$-times continuously differentiable functions on $\mathcal{O}$, and by $C_{0}^{k}(\mathcal{O})$ the space of $k$-times continuously differentiable functions on $\mathcal{O}$ with compact support. By $C_{b}^{k}(\mathcal{O})$ we denote the

[^24]space ${ }^{2}$ of $C^{k}(\mathcal{O})$ functions whose derivatives of order up to and including $k$ are bounded in $\mathcal{O}$, which is a Banach space with an appropriate norm (see [1]). By $C^{k, \alpha}(\mathcal{O}), \alpha \in(0,1)$ we denote the space of $k$-times differentiable functions with Hölder continuous derivatives in $\mathcal{O}$, by $C^{0,1}(\mathcal{O})$ the space of Lipschitz functions in $\mathcal{O}$, while by $C_{0}^{\infty}(\mathcal{O})$ (alternatively denoted by $\mathcal{D}(\mathcal{O})$ ) the space of $C^{\infty}(\mathcal{O})$ functions with compact support in $\mathcal{O}$, and by $C_{0}^{0,1}(\overline{\mathcal{O}})$ the space of restrictions to $\mathcal{O}$ of Lipschitz functions with compact support in $\mathbb{R}^{3}$. In addition, by $C_{t}(\partial \mathcal{O})$ we denote the space of continuous functions on the surface $\partial \mathcal{O}$. Finally, $\mathcal{D}^{\prime}(\mathcal{O})$ is the set of distributions in $\mathcal{O}$.

### 3.2.1 Lebesgue spaces

In this section all definitions are given in the general case where $\mathcal{O} \subset \mathbb{R}^{N}$. By $L^{p}(\mathcal{O})$ we denote the usual space of $p$ integrable functions $u: \mathcal{O} \rightarrow \mathbb{R}$; endowed with the norm

$$
\|u\|_{L^{p}(\mathcal{O})}=\left(\int_{\mathcal{O}}|u(x)|^{p} d x\right)^{1 / p}
$$

it is a Banach space for $p \geq 1$. The case where $p=\infty$ corresponds to the case of essentially bounded functions and the norm is the essential supre$\mathrm{mum}^{3}$ of the function on $\mathcal{O}$. The particular case where $p=2$ corresponds to a Hilbert space with inner product $(u, v)=\int_{\mathcal{O}} u(x) v(x) d x$. For complexvalued functions, the inner product is replaced by $(u, v)=\int_{\mathcal{O}} u(x) \overline{v(x)} d x$. For vector-valued functions $u: \mathcal{O} \rightarrow \mathbb{R}^{3}$, which is often the case of interest in electromagnetic theory, we will need the function spaces $\left(L^{p}(\mathcal{O})\right)^{3}$. Of particular interest is the case $p=2$, which is again a Hilbert space, with inner product $(u, v)=\int_{\mathcal{O}} u(x) \cdot v(x) d x$, where "." denotes the standard dot product in $\mathbb{R}^{3}$. The extension to complex valued vector fields is straightforward. The meaning of the symbols $L^{p}\left(\mathcal{O}, \mathbb{R}^{3}\right)$ and $L^{p}\left(\mathcal{O}, \mathbb{C}^{3}\right)$ is obvious.

Let $p \in(1, \infty)$. The conjugate exponent $p^{\prime}$ of $p$ is defined by $\frac{1}{p}+\frac{1}{p^{\prime}}=1$. In the case of $p=1$, set $p^{\prime}:=\infty$. The space $L^{p^{\prime}}(\mathcal{O})$ is the dual space of

[^25]$L^{p}(\mathcal{O})$, with duality pairing (see Section A. 1 in Appendix A):
$$
\langle v, w\rangle_{L^{p^{\prime}}(\mathcal{O}), L^{p}(\mathcal{O})}=\int_{\mathcal{O}} v w d x, \text { for } v \in L^{p^{\prime}}(\mathcal{O}), w \in L^{p}(\mathcal{O}) .
$$

These spaces are related by the Lebesgue embedding theorem according to which if $\mathcal{O}$ has finite Lebesgue measure and $1 \leq q<p<\infty$, then

$$
L^{\infty}(\mathcal{O}) \subset L^{p}(\mathcal{O}) \subset L^{q}(\mathcal{O}) \subset L^{1}(\mathcal{O})
$$

### 3.2.2 Sobolev spaces

In this section all definitions are given in the general case where $\mathcal{O} \subset \mathbb{R}^{N}$ is a nonempty open set. By $W^{m, p}(\mathcal{O}), m \in \mathbb{N}_{0}, p \in[1, \infty]$, we denote the standard Sobolev spaces defined by

$$
W^{m, p}(\mathcal{O})=\left\{u \in L^{p}(\mathcal{O}): \partial^{\alpha} u \in L^{p}(\mathcal{O}) \text { for all }|\alpha| \leq m\right\},
$$

where the multi-index $\alpha=\left(\alpha_{1}, \ldots, \alpha_{N}\right) \in\left(\mathbb{N}_{0}\right)^{N},|\alpha|=\sum_{i=1}^{N} \alpha_{i}$, and $\partial^{\alpha} u=\frac{\partial^{|\alpha|} u}{\partial x_{1}^{\alpha_{1}} \ldots \partial x_{N}^{\alpha_{N}}}$. These spaces contain $C_{0}^{\infty}(\mathcal{O})$, and in the case in which $\mathcal{O}$ is bounded they also contain $C^{\infty}(\overline{\mathcal{O}})$. When endowed with the norm

$$
\|u\|_{W^{m, p}(\mathcal{O})}=\left(\sum_{|\alpha| \leq m} \int_{\mathcal{O}}\left|\partial^{\alpha} u\right|^{p} d x\right)^{1 / p}
$$

the Sobolev spaces become Banach spaces. For $p \in(1, \infty)$ the spaces $W^{m, p}(\mathcal{O})$ are reflexive, while for $p \in[1, \infty)$ they are separable. For $p=1, \infty$, the corresponding spaces are not reflexive, while for $p=\infty$ the corresponding space is not separable. In the special case $p=2$ these spaces become Hilbert spaces, with their norms generated by (obviously defined) inner products. In particular, we have

$$
\begin{aligned}
& W^{0, p}(\mathcal{O})=L^{p}(\mathcal{O}) \\
& H^{m}(\mathcal{O}):=W^{m, 2}(\mathcal{O})
\end{aligned}
$$

Of interest concerning the behaviour of functions satisfying homogeneous Dirichlet boundary conditions on a domain are the spaces

$$
W_{0}^{m, p}(\mathcal{O})=\text { the closure of } C_{0}^{\infty}(\mathcal{O}) \text { in the } W^{m, p}(\mathcal{O}) \text { norm. }
$$

These functions satisfy the condition $u=0$ on the boundary in the sense of traces. A usual notation for the special case $p=2$ is $H_{0}^{m}(\mathcal{O})$. The extension of Sobolev spaces for vector fields in $\mathcal{O}$ is straightforward.

A useful result connecting the $L^{p}(\mathcal{O})$ norm of a function with those of its derivatives is the celebrated Friedrichs' inequality:
Theorem 3.2.1 Let $\mathcal{O}$ be a bounded subset of $\mathbb{R}^{N}$ with diameter d. Suppose that $u: \mathcal{O} \rightarrow \mathbb{R}$ lies in the Sobolev space $W_{0}^{m, p}(\mathcal{O})$. Then, for any multi-index $\alpha$, we have

$$
\|u\|_{L^{p}(\mathcal{O})}^{p} \leq d^{m p} \sum_{|\alpha|=m}\left\|\partial^{\alpha} u\right\|_{L^{p}(\mathcal{O})}^{p} .
$$

The following embedding theorem is very useful in applications.
Theorem 3.2.2 (Sobolev embedding theorem) Assume that $\mathcal{O}$ is a domain (not necessarily bounded) with $C^{0,1}$ boundary and let $j, m \in \mathbb{N}_{0}, p \in$ $[1, \infty)$.
(i) Let $m p<N$. Then $W^{j+m, p}(\mathcal{O}) \subset W^{j, q}(\mathcal{O})$ for $q \in[p, N p /(N-m p)]$. If $\mathcal{O}$ is bounded, then the above embedding holds additionally for $q \in$ $[1, p)$.
(ii) Let $m p=N$. Then $W^{j+m, p}(\mathcal{O}) \subset W^{j, q}(\mathcal{O})$ for $q \in[p, \infty)$. If $\mathcal{O}$ is bounded, then the above embedding holds additionally for $q \in[1, p)$. If in particular $p=1$, the embedding holds for $q=\infty$ as well.
(iii) Let $m p>N$. Assume that one of the following cases holds:
(a) $N>(m-1) p$ and $\alpha \in(0, m-(N / p)]$.
(b) $N=(m-1) p$ and $\alpha \in(0,1)$.
(c) $N=m-1, p=1$ and $\alpha \in(0,1]$.

Then $W^{j+m, p}(\mathcal{O}) \subset C^{j, \alpha}(\overline{\mathcal{O}})$.
To define the spaces $W^{\mathbf{s}, p}(\mathcal{O})$ for $s \in \mathbb{R}$ we first define, for $0<\nu<1$, the so-called Hölder seminorms

$$
\begin{aligned}
|u|_{\nu, p, \mathcal{O}} & :=\left(\int_{\mathcal{O}} \int_{\mathcal{O}} \frac{|u(x)-u(y)|^{p}}{|x-y|^{N+\nu p}} d x d y\right)^{1 / p}, 1 \leq p<\infty \\
|u|_{\nu, \infty, \mathcal{O}} & :=\sup _{x, y \in \mathcal{O}} \frac{|u(x)-u(y)|}{|x-y|^{\nu}}
\end{aligned}
$$

For $\mathrm{s}=m+\nu, 0<\nu<1$, we define

$$
W^{\mathbf{s}, p}(\mathcal{O})=\left\{u \in W^{m, p}(\mathcal{O}):\left|\partial^{\alpha} u\right|_{\nu, p, \mathcal{O}}<\infty, \text { for }|\alpha|=m\right\}
$$

$W^{\mathbf{s}, p}(\mathcal{O})$ becomes a Banach space when equipped with the norm

$$
\|u\|_{W^{s, p}(\mathcal{O})}=\left(\|u\|_{W^{m, p}(\mathcal{O})}^{p}+\sum_{|\alpha|=m}\left|\partial^{\alpha} u\right|_{\nu, p, \mathcal{O}}\right)^{1 / p}
$$

In particular, we have

$$
H^{\mathbf{s}}(\mathcal{O}):=W^{\mathbf{s}, 2}(\mathcal{O})
$$

As above, for every $s>0$, we define

$$
H_{0}^{\mathrm{s}}(\mathcal{O})=\text { the closure of } C_{0}^{\infty}(\mathcal{O}) \text { in the } H^{\mathrm{s}}(\mathcal{O}) \text { norm }
$$

and

$$
H^{-s}(\mathcal{O})=\text { the dual space of } H_{0}^{s}(\mathcal{O})
$$

To define $H^{\mathrm{s}}$ on $\Gamma$, assume first that $\Gamma$ is of the special form

$$
\Gamma_{0}=\left\{(y, \mathfrak{y}(y)): y \in \mathbb{R}^{N-1}\right\}
$$

where $\mathfrak{y}: \mathbb{R}^{N-1} \rightarrow \mathbb{R}$ is a $C^{k-1,1}$ function ${ }^{4}(k \in \mathbb{N})$. Define

$$
u_{\mathfrak{y}}(y):=u(y, \mathfrak{y}(y)), y \in \mathbb{R}^{N-1} .
$$

Then

$$
H^{\mathrm{s}}\left(\Gamma_{0}\right):=\left\{u \in L^{2}\left(\Gamma_{0}\right): u_{\mathfrak{y}} \in H^{\mathrm{s}}\left(\mathbb{R}^{N-1}\right)\right\}, \text { for } 0 \leq|\mathbf{s}| \leq k
$$

Equipped with the inner product $(u, v)_{H^{s}\left(\Gamma_{0}\right)}:=\left(u_{\mathfrak{y}}, v_{\mathfrak{y}}\right)_{H^{s}\left(\mathbb{R}^{N-1}\right)}, H^{\mathrm{s}}\left(\Gamma_{0}\right)$ is a Hilbert space.

For $0 \leq|\mathrm{s}| \leq k$,

$$
H^{-\mathrm{s}}\left(\Gamma_{0}\right) \text { is the dual space of } H^{\mathrm{s}}\left(\Gamma_{0}\right) .
$$

Now consider the general case, in which $\Gamma$ is assumed to be a $C^{k-1,1}$ boundary; then there exist finite families $\left\{\mathcal{W}_{j}\right\}$ and $\left\{\mathcal{O}_{j}\right\}$ such that each $\mathcal{W}_{j}$ is an open set in $\mathbb{R}^{N}$ and $\Gamma \subset \cup \mathcal{W} j$, each $\mathcal{O}_{j}$ can be transformed by a rotation plus a translation to a set having a boundary of the form of $\Gamma_{0}$, and, for each $j, \mathcal{W}_{j} \cap \mathcal{O}=\mathcal{W}_{j} \cap \mathcal{O}_{j}$. Hence we can choose a partition of unity ${ }^{5}$ $\left\{\psi_{j}\right\}$ associated with the cover $\left\{\mathcal{W}_{j}\right\}$. Let

$$
\widetilde{\psi_{j} u}:= \begin{cases}\psi_{j} u, & \text { in } \mathcal{W}_{j} \\ 0, & \text { in } \mathcal{O}_{j} \backslash \mathcal{W}_{j}\end{cases}
$$

Therefore we may define

$$
u \in H^{\mathrm{s}}(\Gamma) \text { if and only if } \widetilde{\psi_{j} u} \in H^{\mathrm{s}}\left(\partial \mathcal{O}_{j}\right)
$$

Further, we define

$$
\|u\|_{H^{\mathrm{s}}(\Gamma)}:=\sum_{j}\left\|\widetilde{\psi_{j} u}\right\|_{H^{\mathrm{s}}\left(\partial \mathcal{O}_{j}\right)}
$$

This norm is independent of the choice of the partition of unity. Now, for $0 \leq \mathrm{s} \leq k$,

$$
H^{-\mathrm{s}}(\Gamma):=\text { the dual space of } H^{\mathrm{s}}(\Gamma) .
$$

Finally, we define

$$
H_{0}^{\mathrm{s}}(\Gamma)=\left\{\phi \in H^{\mathrm{s}}(\Gamma):\langle 1, \phi\rangle_{H^{-\mathrm{s}}(\Gamma), H^{\mathrm{s}}(\Gamma)}=0\right\},
$$

where, $\langle\cdot, \cdot\rangle_{H^{-\mathrm{s}}(\Gamma), H^{\mathrm{s}}(\Gamma)}$ is the duality pairing between $H^{-\mathrm{s}}(\Gamma)$ and $H^{\mathrm{s}}(\Gamma)$.

The Sobolev embedding theorem may be generalised for fractional order Sobolev spaces.

Theorem 3.2.3 Let $\mathcal{O} \subset \mathbb{R}^{N}$ be a bounded domain with Lipschitz boundary, $\mathrm{s}>0,1<p<\infty$ and $\mathrm{r}:=\mathrm{s}-N / p+N / q$. Under one of the following assumptions

[^26](i) $\mathrm{r} \geq 0, p<q$,
(ii) $\mathrm{r}>0$ and $\mathrm{r} \notin \mathbb{N}$,
(iii) $r \geq 0$ and $1<p \leq 2$,
we have the embedding $W^{\mathbf{s}, p}(\mathcal{O}) \subset W^{\mathbf{r}, q}(\mathcal{O})$.
Remark 3.2.4 This theorem holds for $\mathcal{O}=\mathbb{R}^{N}$ as well (see, e.g., [1]).
Regarding Sobolev spaces, one can consult, e.g., [1], [262], [406].

### 3.2.3 Lebesgue-Bochner spaces

In this section we consider functions from an interval $I:=[0, T]$ to a vector space $V, u: I \rightarrow V$.

For $1 \leq p<\infty$, a Lebesgue-Bochner space $L^{p}(I, V)$ is the equivalence class of Bochner integrable ${ }^{6}$ functions $u: I \rightarrow V$ such that $\int_{0}^{T}\|u\|_{V}^{p} d t<\infty$. This is a Banach space when equipped with the norm

$$
\|u\|_{L^{p}(I, V)}=\left(\int_{0}^{T}\|u\|_{V}^{p} d t\right)^{1 / p}
$$

If $p=\infty$, we must modify the norm to

$$
\|u\|_{L^{\infty}(I, V)}=\operatorname{ess}_{\sup _{t \in I}}\|u(t)\|_{V}
$$

The following results concerning Lebesgue-Bochner spaces are useful.
Theorem 3.2.5 $\left.L^{p^{\prime}}\left(I, V^{\prime}\right)\right) \subseteq\left(L^{p}(I, V)\right)^{\prime}$ with equality if $V^{\prime}$ is separable. The duality pairing between the two spaces is defined as

$$
\langle v, u\rangle_{L^{p^{\prime}}\left(I, V^{\prime}\right), L^{p}(I, V)}=\int_{0}^{T}\langle v(t), u(t)\rangle_{V^{\prime}, V} d t
$$

The Young inequality, as well as certain interpolation inequalities, may be generalised in the context of Lebesgue-Bochner spaces.

Theorem 3.2.6 Let $p_{1}, p_{2}, q_{1}, q_{2} \in[1,+\infty], \lambda \in[0,1]$, and $\frac{1}{p}=\frac{\lambda}{p_{1}}+\frac{1-\lambda}{p_{2}}$, $\frac{1}{q}=\frac{\lambda}{q_{1}}+\frac{1-\lambda}{q_{2}}$. Then

$$
\|v\|_{L^{p}\left(I, L^{q}(\mathcal{O})\right)} \leq\|v\|_{L^{p_{1}}\left(I, L^{q_{1}}(\mathcal{O})\right)}^{\lambda}\|v\|_{L^{p_{2}}\left(I, L^{q_{2}}(\mathcal{O})\right)}^{1-\lambda}
$$

Remark 3.2.7 The Lebesgue-Bochner spaces will be used in general in the treatment of time-dependent problems, where the space $V$ may be either a Lebesgue space, a Sobolev space, or any of the spaces considered in Section 3.2 .5 or 3.4.

Standard references for these spaces and their properties are, e.g., [262] and [373].

[^27]
### 3.2.4 Sobolev-Bochner spaces

We now turn to the generalisation of Sobolev spaces in the context of Lebesgue-Bochner spaces.

The space $W^{1, p, q}\left(I, V_{1}, V_{2}\right), V_{1} \subset V_{2}$, is defined as the space

$$
W^{1, p, q}\left(I, V_{1}, V_{2}\right)=\left\{u: u \in L^{p}\left(I, V_{1}\right), u^{\prime} \in L^{q}\left(I, V_{2}\right)\right\}
$$

where $u^{\prime}$ is the distributional derivative, which is the linear operator defined by $u^{\prime}(\phi)=-\int_{0}^{T} u(t) \phi^{\prime}(t) d t$ for all $\phi \in \mathcal{D}(I)$. This is a Banach space when equipped with the norm

$$
\|u\|_{W^{1, p, q}\left(I, V_{1}, V_{2}\right)}=\|u\|_{L^{p}\left(I, V_{1}\right)}+\left\|u^{\prime}\right\|_{L^{q}\left(I, V_{2}\right)} .
$$

The choice $V_{1}=V_{2}$ often appears in applications.
The following result is useful.
Theorem 3.2.8 Assume that $p, q \geq 1$ and that $V_{1} \subset V_{2}$ continuously. Then
(i) $W^{1, p, q}\left(I, V_{1}, V_{2}\right) \subset C\left(I, V_{2}\right)$ continuously,
(ii) $C^{1}\left(I, V_{1}\right) \subset W^{1, p, q}\left(I, V_{1}, V_{2}\right)$ densely.
(iii) Let $V \subset H \subset V^{\prime}$ be a Gelfand triple ${ }^{7}$. Then $W^{1, p, p^{\prime}}\left(I, V, V^{\prime}\right) \subset$ $C(I, H)$ continuously, where $p^{\prime}$ is the conjugate exponent of $p$, and the integration by parts formula
$\left(u\left(t_{2}\right), v\left(t_{2}\right)\right)-\left(u\left(t_{1}\right), v\left(t_{1}\right)\right)=\int_{t_{1}}^{t_{2}}\left(\left\langle u^{\prime}(t), v(t)\right\rangle_{V^{\prime}, V}+\left\langle u(t), v^{\prime}(t)\right\rangle_{V^{\prime}, V}\right) d t$
holds for all $u, v \in W^{1, p, p^{\prime}}\left(I, V, V^{\prime}\right)$ and all $t_{1}, t_{2} \in I$.
Remark 3.2.9 Sobolev-Bochner spaces will be used in the treatment of time-dependent linear or nonlinear problems. Similar remarks as in Remark 3.2.7 hold here as well.

For more details, one may consult [373].

### 3.2.5 Spaces of random fields

Stochastic problems involve random fields, which may be understood as stochastic processes indexed by a multidimensional parameter (typically $\left.(t, x) \in \mathbb{R}^{+} \times \mathbb{R}^{3}\right)$. These random fields involve random variables with values on function spaces (typically spaces related to the function spaces described in Section 3.4 or 3.9.1) that have well-defined statistical moments.

Consider a probability space $(\Omega, \mathscr{F}, P)$ with a normal filtration $\left\{\mathscr{F}_{t}\right\}, t \geq$ 0 . The expectation of the random field $u$ is defined by

$$
\mathbb{E}[u]=\int_{\Omega} u d P
$$

[^28]where the integral is to be understood in the sense of the Bochner integral (see, e.g., [380]). In similar fashion we may define the statistical moments of the random fields, for instance, the $p$ th moment is defined by
$$
\mathbb{E}\left[\|u\|_{\mathbb{H}}^{p}\right]:=\int_{\Omega}\|u\|_{\mathbb{H}}^{p} d P
$$
where we consider the random field $u$ as taking values in a function space $\mathbb{H}$.
Of particular importance in the study of stochastic evolution equations is the space of square integrable $\mathbb{H}$-valued $\mathscr{F}$-measurable random variables,
$$
L^{2}(\Omega, \mathscr{F}, P ; \mathbb{H})=\left\{u: \Omega \rightarrow \mathbb{H}: u \in \mathrm{~m}-\mathscr{F} \text { and } \mathbb{E}_{P}\left[\|u\|_{\mathbb{H}}^{2}\right]<\infty\right\},
$$
where the notation $u \in \mathrm{~m}-\mathscr{F}$ means that $u$ is measurable with respect to $\mathscr{F}$. This space may be understood as a special case of the Lebesgue-Bochner space, defined over the probability measure $P$. In cases where the $\sigma$-algebra $\mathscr{F}$ or the probability measure $P$ are fixed, we may omit the explicit dependence on them in the notation of the space; in such cases we use the notation $L^{2}(\Omega, P ; \mathbb{H})$ or $L^{2}(\Omega ; \mathbb{H})$, respectively.

We will also employ the space of all continuous (in mean square) and square integrable predictable processes

$$
\mathcal{C}\left([0, T], \Omega, \mathscr{P}_{T}, P ; \mathbb{H}\right)=\left\{Y \in C\left([0, T] ; L^{2}(\Omega, \mathbb{H}): Y \in \mathrm{~m}-\mathscr{P}_{T}\right\}\right.
$$

This space equipped with the norm

$$
\|Y\|_{\mathcal{C}}=\sup _{t \in[0, T]}\left(\mathbb{E}\left[\|Y(t)\|_{\mathbb{H}}^{2}\right]\right)^{1 / 2}
$$

is a Banach space. In cases where the probability space is fixed, we suppress the explicit dependence on $\Omega, \mathscr{P}_{T}, P$ and write $\mathcal{C}([0, T] ; \mathbb{H})$.

Standard references for these spaces and their properties are, e.g., [120], [168], and [352].

### 3.3 STANDARD DIFFERENTIAL AND TRACE OPERATORS

As most of the function spaces used in mathematical electromagnetic theory are related to the action of the fundamental operators of vector analysis on vector-valued functions, let us recall the definitions of the basic linear ${ }^{8}$ and trace operators that are essential in electromagnetism.

### 3.3.1 Differential operators

$$
\begin{aligned}
& \triangleright \operatorname{grad}: \mathcal{D}^{\prime}(\mathcal{O}) \longrightarrow\left(\mathcal{D}^{\prime}(\mathcal{O})\right)^{3}, u \mapsto \operatorname{grad} u:=\left(\frac{\partial u}{\partial x_{1}}, \frac{\partial u}{\partial x_{2}}, \frac{\partial u}{\partial x_{3}}\right)^{t r}, \\
& \triangleright \operatorname{div}:\left(\mathcal{D}^{\prime}(\mathcal{O})\right)^{3} \longrightarrow \mathcal{D}^{\prime}(\mathcal{O}), v \mapsto \operatorname{div} v:=\frac{\partial v_{1}}{\partial x_{1}}+\frac{\partial v_{2}}{\partial x_{2}}+\frac{\partial v_{3}}{\partial x_{3}}, \\
& \triangleright \operatorname{curl}:\left(\mathcal{D}^{\prime}(\mathcal{O})\right)^{3} \longrightarrow\left(\mathcal{D}^{\prime}(\mathcal{O})\right)^{3}, w \mapsto \operatorname{curl} w:=\left(\frac{\partial w_{3}}{\partial x_{2}}-\frac{\partial w_{2}}{\partial x_{3}}, \frac{\partial w_{1}}{\partial x_{3}}-\right. \\
& \left.\quad \frac{\partial w_{3}}{\partial x_{1}}, \frac{\partial w_{2}}{\partial x_{1}}-\frac{\partial w_{1}}{\partial x_{2}}\right)^{t r} .
\end{aligned}
$$

[^29]These operators can be restricted to $C^{k}(\mathcal{O})$ and $C_{0}^{\infty}(\mathcal{O})$. The actions of these operators on various function spaces of interest can be summarised in the following diagrams:

$$
\begin{aligned}
& \mathcal{D}^{\prime}(\mathcal{O}) \xrightarrow{\text { grad }}\left(\mathcal{D}^{\prime}(\mathcal{O})\right)^{3} \xrightarrow{\text { curl }}\left(\mathcal{D}^{\prime}(\mathcal{O})\right)^{3} \xrightarrow{\text { div }} \mathcal{D}^{\prime}(\mathcal{O}), \\
& C^{k+3}(\mathcal{O}) \xrightarrow{\text { grad }}\left(C^{k+2}(\mathcal{O})\right)^{3} \xrightarrow{\text { curl }}\left(C^{k+1}(\mathcal{O})\right)^{3} \xrightarrow{\text { div }} C^{k}(\mathcal{O}), k \in \mathbb{N}, \\
& C_{0}^{\infty}(\mathcal{O}) \xrightarrow{\text { grad }}\left(C_{0}^{\infty}(\mathcal{O})\right)^{3} \xrightarrow{\text { curl }}\left(C_{0}^{\infty}(\mathcal{O})\right)^{3} \xrightarrow{\text { div }} C_{0}^{\infty}(\mathcal{O}) .
\end{aligned}
$$

It can be easily verified that curl $\operatorname{grad} u=0$ and $\operatorname{div} \operatorname{curl} w=0$.

### 3.3.2 Trace operators

Trace theory connects the properties of functions defined in the interior of a domain $\mathcal{O}$ with their properties on its boundary $\Gamma$. Recall that for any vector field $v: \overline{\mathcal{O}} \rightarrow \mathbb{R}^{3}$, we have that

$$
\left.v\right|_{\Gamma}=\left(\left.n \cdot v\right|_{\Gamma}\right) n+\left(n \times\left. v\right|_{\Gamma}\right) \times n,
$$

where $n$ is the outward normal. This motivates the definition of the following operators, which are of fundamental importance in trace theory:
$\triangleright$ The normal trace operator $\gamma_{n}:\left.v \mapsto n \cdot v\right|_{\Gamma}$.
$\triangleright$ The tangential trace operator $\gamma_{\tau}: v \mapsto n \times\left. v\right|_{\Gamma}$.
$\triangleright$ The tangential components trace operator $\pi_{\Gamma}: v \mapsto\left(n \times\left. v\right|_{\Gamma}\right) \times n$.
The rigorous definition of these operators under weaker assumptions in various function spaces is the main objective of trace theory.

### 3.3.3 Integral identities

For sufficiently smooth vector fields $\mathfrak{u}, \mathfrak{v}, \mathfrak{w}$ and scalar $\phi$, the following integral identities hold.

### 3.3.3.1 The divergence theorem

$$
\int_{\mathcal{O}} \operatorname{div} \mathfrak{v} d x=\int_{\Gamma} \gamma_{n}(\mathfrak{v}) d s
$$

3.3.3.2 Green's formulae

$$
\begin{aligned}
& \int_{\mathcal{O}} \mathfrak{u} \cdot \operatorname{grad} \phi d x+\int_{\mathcal{O}} \operatorname{div} \mathfrak{u} \phi d x=\int_{\Gamma} \gamma_{n}(\mathfrak{u}) \phi d s=:\left\langle\gamma_{n}(\mathfrak{u}), \phi\right\rangle \\
& \int_{\mathcal{O}} \operatorname{curl} \mathfrak{v} \cdot \mathfrak{w} d x-\int_{\mathcal{O}} \mathfrak{v} \cdot \operatorname{curl} \mathfrak{w} d x=\int_{\Gamma} \gamma_{\tau}(\mathfrak{v}) \cdot \pi_{\Gamma}(\mathfrak{w}) d s=:\left\langle\gamma_{\tau}(\mathfrak{v}), \pi_{\Gamma}(\mathfrak{w})\right\rangle .
\end{aligned}
$$

Note that in the above equations we use the same notation for two different objects, namely, the surface integral of the product of two scalar quantities and the surface integral of the dot product of two vectors. The right-hand sides of the above will be used to define duality pairings between function spaces containing vector or scalar fields, less regular than what is required for the classical definition of the above integrals.

### 3.3.3.3 Jump relations

Let $\mathcal{O}$ be a bounded open set in $\mathbb{R}^{3}$ with an adequately smooth boundary $\Gamma$, and let $\Gamma^{ \pm}$be its exterior (i.e., from $\mathcal{O}_{e}$ ) and interior face (i.e., from $\mathcal{O}$ ), respectively. The (exterior) normal $n$ to $\Gamma$ is oriented from $\Gamma^{-}$to $\Gamma^{+}$. Let $\phi$ be a scalar function and $\mathfrak{u}$ a vector function, defined on $\mathbb{R}^{3} \backslash \Gamma$ of sufficient regularity on each side, $\mathcal{O}, \mathcal{O}_{e}$ of $\Gamma$, having limits up to $\Gamma$. The jump of $\mathfrak{s}$ across $\Gamma$ is denoted by

$$
[\mathfrak{s}]_{\Gamma}:=\left.\mathfrak{s}\right|_{\Gamma^{-}}-\left.\mathfrak{s}\right|_{\Gamma^{+}},
$$

with $\left.\mathfrak{s}\right|_{\Gamma^{ \pm}}$being the limit of $\mathfrak{s}$ as $x \rightarrow \Gamma^{ \pm}$, respectively, where $\mathfrak{s}$ is either $\phi$ or u.

Then the following jump relations, easily derived from Green's formulae, hold (see [91]):

$$
\begin{aligned}
& \int_{\mathbb{R}^{3}} \operatorname{grad} \phi \cdot \mathfrak{v} d x=\int_{\mathcal{O}} \operatorname{grad} \phi \cdot \mathfrak{v} d x+\int_{\mathcal{O}_{e}} \operatorname{grad} \phi \cdot \mathfrak{v} d x-\int_{\Gamma}[\phi]_{\Gamma} n \cdot \mathfrak{v} d s(x), \\
& \int_{\mathbb{R}^{3}} \operatorname{div} \mathfrak{u} \psi d x=\int_{\mathcal{O}} \operatorname{div} \mathfrak{u} \psi d x+\int_{\mathcal{O}_{e}} \operatorname{div} \mathfrak{u} \psi d x-\int_{\Gamma}[n \cdot \mathfrak{u}]_{\Gamma} \psi d s(x), \\
& \int_{\mathbb{R}^{3}} \operatorname{curl} \mathfrak{u} \cdot \mathfrak{v} d x=\int_{\mathcal{O}} \operatorname{curl} \mathfrak{u} \cdot \mathfrak{v} d x+\int_{\mathcal{O}_{e}} \operatorname{curl} \mathfrak{u} \cdot \mathfrak{v} d x-\int_{\Gamma}[n \times \mathfrak{u}]_{\Gamma} \cdot \mathfrak{v} d s(x),
\end{aligned}
$$

for $\mathfrak{v} \in\left(C_{0}^{\infty}\left(\mathbb{R}^{3}\right)\right)^{3}$ and $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$.
The derivatives in the integrals on the left-hand sides of the above relations are to be understood in the distributional sense because of the discontinuities of $\phi$ or $\mathfrak{u}$ across $\Gamma$, while on the right-hand side they are to be understood in the classical sense.

### 3.3.4 The tangential differential operators

For a sufficiently smooth scalar function $\phi: \Gamma \rightarrow \mathbb{R}$, we consider an appropriate extension $\Phi: \overline{\mathcal{O}} \rightarrow \mathbb{R}$ such that $\left.\Phi\right|_{\Gamma}=\phi$, and define the following:

$$
\operatorname{Grad} \phi:=\pi_{\Gamma}(\operatorname{grad} \Phi) .
$$

For a sufficiently smooth vector field $\mathfrak{v}: \Gamma \rightarrow \mathbb{R}^{3}$ we consider an appropriate extension $V: \overline{\mathcal{O}} \rightarrow \mathbb{R}^{3}$ such that $\left.V\right|_{\Gamma}=\mathfrak{v}$ and define the following:

$$
\operatorname{Curl} \mathfrak{v}=\gamma_{n}(\operatorname{curl} V) .
$$

Note that the operator Curl maps a vector field into a scalar function.
By Green's formulae it can be shown that the above two definitions are independent of the choice of the particular extension.

Using the above definition we can define, using duality, the following tangential operators:
$\langle\overrightarrow{\operatorname{Curl}} \phi, \mathfrak{v}\rangle:=-\langle\phi, \operatorname{Curl} \mathfrak{v}\rangle$, for all regular vector fields ${ }^{9} \mathfrak{v}$.
$\langle\operatorname{Div} \mathfrak{v}, \phi\rangle:=-\langle\mathfrak{v}, \operatorname{Grad} \phi\rangle$, for all regular scalar functions ${ }^{10} \phi$.

### 3.4 FUNCTION SPACES FOR ELECTROMAGNETICS

### 3.4.1 The space $H(\operatorname{div}, \mathcal{O})$

$$
H(\operatorname{div}, \mathcal{O})=\left\{u \in\left(L^{2}(\mathcal{O})\right)^{3}: \operatorname{div} u \in L^{2}(\mathcal{O})\right\}
$$

When endowed with the (graph) norm

$$
\|u\|_{H(\operatorname{div}, \mathcal{O})}=\left(\|u\|_{\left(L^{2}(\mathcal{O})\right)^{3}}^{2}+\|\operatorname{div} u\|_{L^{2}(\mathcal{O})}^{2}\right)^{1 / 2}
$$

it is a Hilbert space. The associated inner product is defined by

$$
(u, v)_{H(\operatorname{div}, \mathcal{O})}=\int_{\mathcal{O}} u \cdot v d x+\int_{\mathcal{O}}(\operatorname{div} u)(\operatorname{div} v) d x
$$

If $\mathcal{O}$ is bounded, then

$$
H(\operatorname{div}, \mathcal{O})=\text { closure of }\left(C^{\infty}(\overline{\mathcal{O}})\right)^{3} \text { in the norm of } H(\operatorname{div}, \mathcal{O})
$$

Furthermore, $\left(C_{0}^{0,1}(\overline{\mathcal{O}})\right)^{3}$ and $\left(C_{0}^{\infty}(\overline{\mathcal{O}})\right)^{3}$ are dense in $H(\operatorname{div}, \mathcal{O})$, and there is a continuous extension from $H(\operatorname{div}, \mathcal{O})$ into $H\left(\operatorname{div}, \mathbb{R}^{3}\right)$.

### 3.4.2 The space $H_{0}(\operatorname{div}, \mathcal{O})$

$$
H_{0}(\operatorname{div}, \mathcal{O})=\text { closure of }\left(C_{0}^{\infty}(\overline{\mathcal{O}})\right)^{3} \text { in the norm of } H(\operatorname{div\mathcal {O}})
$$

If $\mathcal{O}$ is bounded, then

$$
H_{0}(\operatorname{div}, \mathcal{O})=\left\{u \in H(\operatorname{div}, \mathcal{O}):\left.u \cdot n\right|_{\Gamma}=0\right\}
$$

### 3.4.3 The spaces $H(\operatorname{div} 0, \mathcal{O})$ and $H_{0}(\operatorname{div} 0, \mathcal{O})$

$$
\begin{aligned}
& H(\operatorname{div} 0, \mathcal{O})=\left\{u \in\left(L^{2}(\mathcal{O})\right)^{3}: \operatorname{div} u=0\right\} \\
& H_{0}(\operatorname{div} 0, \mathcal{O}):=\{u \in H(\operatorname{div} 0, \mathcal{O}): u \cdot n=0 \text { on } \Gamma\} .
\end{aligned}
$$

[^30]
### 3.4.4 The space $H(\operatorname{curl}, \mathcal{O})$

$$
H(\operatorname{curl}, \mathcal{O})=\left\{u \in\left(L^{2}(\mathcal{O})\right)^{3} \quad: \quad \operatorname{curl} u \in\left(L^{2}(\mathcal{O})\right)^{3}\right\}
$$

When endowed with the (graph) norm

$$
\|u\|_{H(\operatorname{curl}, \mathcal{O})}=\left(\|u\|_{\left(L^{2}(\mathcal{O})\right)^{3}}^{2}+\|\operatorname{curl} u\|_{\left(L^{2}(\mathcal{O})\right)^{3}}^{2}\right)^{1 / 2}
$$

it is a Hilbert space. The associated inner product is defined by

$$
(u, v)_{H(\operatorname{curl}, \mathcal{O})}=\int_{\mathcal{O}} u \cdot v d x+\int_{\mathcal{O}} \operatorname{curl} u \cdot \operatorname{curl} v d x
$$

An alternative characterisation of $H(\operatorname{curl}, \mathcal{O})$ is
$H(\operatorname{curl}, \mathcal{O})=$ closure of $\left.C^{\infty}(\overline{\mathcal{O}})\right)$ in the $H(\operatorname{curl}, \mathcal{O})$ norm,
which is a density result.
Furthermore, $\left(C_{0}^{0,1}(\overline{\mathcal{O}})\right)^{3}$ and $\left(C_{0}^{\infty}(\overline{\mathcal{O}})\right)^{3}$ are dense in $H(\operatorname{curl}, \mathcal{O})$, and there is a continuous extension from $H$ (curl, $\mathcal{O})$ into $H\left(\operatorname{curl}, \mathbb{R}^{3}\right)$.
3.4.5 The space $H_{0}(\operatorname{curl}, \mathcal{O})$
$H_{0}(\operatorname{curl}, \mathcal{O})=$ closure of $\left(C_{0}^{\infty}(\overline{\mathcal{O}})\right)^{3}$ in the norm of $H(\operatorname{curl}, \mathcal{O})$.
If $\mathcal{O}$ is bounded, then

$$
H_{0}(\operatorname{curl}, \mathcal{O})=\left\{u \in H(\operatorname{curl}, \mathcal{O}): n \times\left. u\right|_{\Gamma}=0\right\}
$$

3.4.6 The spaces $H(\operatorname{curl} 0, \mathcal{O})$ and $H_{0}(\operatorname{curl0}, \mathcal{O})$

$$
\begin{aligned}
& H(\operatorname{curl} 0, \mathcal{O})=\left\{u \in\left(L^{2}(\mathcal{O})\right)^{3}: \operatorname{curl} u=0\right\} \\
& H_{0}(\operatorname{curl} 0, \mathcal{O}):=\{u \in H(\operatorname{curl} 0, \mathcal{O}): u \times n=0 \text { on } \Gamma\}
\end{aligned}
$$

3.4.7 The spaces $H(\operatorname{curl}, \operatorname{div}, \mathcal{O}), H_{0}(\operatorname{curl}, \operatorname{div}, \mathcal{O})$ and $H(\operatorname{curl}, \operatorname{div} 0, \mathcal{O})$
$H(\operatorname{curl}, \operatorname{div}, \mathcal{O}):=H(\operatorname{curl}, \mathcal{O}) \cap H(\operatorname{div}, \mathcal{O})\}$.
$H_{0}(\operatorname{curl}, \operatorname{div}, \mathcal{O}):=H_{0}(\operatorname{curl}, \mathcal{O}) \cap H_{0}(\operatorname{div}, \mathcal{O})$.
$H(\operatorname{curl}, \operatorname{div} 0, \mathcal{O}):=\{u \in H(\operatorname{curl}, \mathcal{O}): \operatorname{div} u=0\}$.
When endowed with the norm

$$
\left(\|u\|_{\left(L^{2}(\mathcal{O})\right)^{3}}^{2}+\|\operatorname{curl} u\|_{\left(L^{2}(\mathcal{O})\right)^{3}}^{2}+\|\operatorname{div} u\|_{L^{2}(\mathcal{O})}^{2}\right)^{1 / 2}
$$

$H(\operatorname{curl}, \operatorname{div}, \mathcal{O})$ is a Hilbert space. Moreover ${ }^{11}, H(\operatorname{curl}, \operatorname{div}, \mathcal{O}) \subset\left(H_{l o c}^{1}(\mathcal{O})\right)^{3}$, and the following identification holds:

$$
\left(H_{0}^{1}(\mathcal{O})\right)^{3}=H_{0}(\operatorname{curl}, \operatorname{div}, \mathcal{O})
$$

[^31]3.4.8 The spaces $H^{1}(\operatorname{div}, \mathcal{O}), H^{1}(\operatorname{curl}, \mathcal{O})$
\[

$$
\begin{aligned}
& H^{1}(\operatorname{div}, \mathcal{O})=\left\{u \in\left(H^{1}(\mathcal{O})\right)^{3}: \operatorname{div} u \in\left(H^{1}(\mathcal{O})\right)^{3}\right\} \\
& H^{1}(\operatorname{curl}, \mathcal{O})=\left\{u \in\left(H^{1}(\mathcal{O})\right)^{3}: \operatorname{curl} u \in\left(H^{1}(\mathcal{O})\right)^{3}\right\} .
\end{aligned}
$$
\]

### 3.4.9 Spaces of normal and tangential fields

$$
\begin{aligned}
& C_{t}(\Gamma):=\left\{v \in(C(\Gamma))^{3}: v \cdot n=0 \text { on } \Gamma\right\} . \\
& L_{t}^{2}(\Gamma):=\left\{v \in\left(L^{2}(\Gamma)\right)^{3}: v \cdot n=0 \text { on } \Gamma\right\} . \\
& L_{n}^{2}(\Gamma):=\left\{v \in\left(L^{2}(\Gamma)\right)^{3}: n \times(n \times v)=0 \text { on } \Gamma\right\} . \\
& H_{t}^{1}(\mathcal{O}):=\left\{v \in H^{1}(\mathcal{O}): v \cdot n=0 \text { on } \Gamma\right\} . \\
& H_{n}^{1}(\mathcal{O}):=\left\{v \in H^{1}(\mathcal{O}): n \times(n \times v)=0 \text { on } \Gamma\right\} . \\
& H_{t}^{\mathrm{s}}(\Gamma):=\left\{v \in\left(H^{\mathrm{s}}(\Gamma)\right)^{3}: n \cdot v=0 \text { on } \Gamma\right\}, \mathrm{s} \in \mathbb{R} .
\end{aligned}
$$

$H_{t}^{-\mathrm{s}}(\Gamma)$ is the dual space of $H_{t}^{\mathrm{s}}(\Gamma)$, with $L_{t}^{2}(\Gamma)$ as a pivot space ${ }^{12}$.

### 3.4.10 The spaces $H^{-1 / 2}(\operatorname{div}, \Gamma)$ and $H^{-1 / 2}(\operatorname{curl}, \Gamma)$

Let $\mathcal{O}$ be a regular open set with $C^{1,1}$ boundary $\Gamma$. We define

$$
\begin{aligned}
& H^{-1 / 2}(\operatorname{div}, \Gamma)=\left\{v \in\left(H^{-1 / 2}(\Gamma)\right)^{3}: n \cdot v=0, \operatorname{Div} v \in H^{-1 / 2}(\Gamma)\right\} \\
& H^{-1 / 2}(\operatorname{curl}, \Gamma)=\left\{v \in\left(H^{-1 / 2}(\Gamma)\right)^{3}: n \cdot v=0, \operatorname{Curl} v \in H^{-1 / 2}(\Gamma)\right\}
\end{aligned}
$$

These are both Hilbert spaces. These spaces are related in the sense that if $v \in H^{-1 / 2}(\operatorname{div}, \Gamma)$, then $n \times v \in H^{-1 / 2}(\operatorname{curl}, \Gamma)$, and if $v \in H^{-1 / 2}(\operatorname{curl}, \Gamma)$ then $n \times v \in H^{-1 / 2}(\operatorname{div}, \Gamma)$.

The space $H^{-1 / 2}(\operatorname{div}, \Gamma)$ is the dual space of $H^{-1 / 2}(\operatorname{curl}, \Gamma)$, with $L_{t}^{2}(\Gamma)$ the pivot space, and the following duality property holds:

$$
\langle n \times u, v\rangle=-\langle u, n \times v\rangle, \forall u, v \in H^{-1 / 2}(\operatorname{curl}, \Gamma)
$$

as verified by Green's formulae.
3.4.11 The spaces $H^{1 / 2}(\operatorname{div}, \Gamma)$ and $H^{1 / 2}(\operatorname{curl}, \Gamma)$

$$
\begin{aligned}
& H^{1 / 2}(\operatorname{div}, \Gamma)=\left\{v \in\left(H^{1 / 2}(\Gamma)\right)^{3}: n \cdot v=0, \operatorname{Div} v \in H^{1 / 2}(\Gamma)\right\} \\
& H^{1 / 2}(\operatorname{curl}, \Gamma)=\left\{v \in\left(H^{1 / 2}(\Gamma)\right)^{3}: n \cdot v=0, \operatorname{Curl} v \in H^{1 / 2}(\Gamma)\right\}
\end{aligned}
$$
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### 3.4.12 Spaces of locally square integrable functions

In the framework of exterior problems we will often make use of the spaces

$$
\begin{aligned}
& L_{l o c}^{2}\left(\mathcal{O}_{e}\right)=\left\{u: u \in L^{2}\left(Q \cap \mathcal{O}_{e}\right) \text { for every cube } Q \subset \mathbb{R}^{3}\right\} . \\
& L_{l o c}^{2}\left(\operatorname{curl}, \mathcal{O}_{e}\right)=L_{l o c}^{2}\left(\mathcal{O}_{e}\right) \cap\left\{u: \operatorname{curl} u \in L_{l o c}^{2}\left(\mathcal{O}_{e}\right)\right\} \\
& L_{l o c}^{2}\left(\operatorname{curl} \operatorname{curl}, \mathcal{O}_{e}\right)=L_{l o c}^{2}\left(\operatorname{curl}, \mathcal{O}_{e}\right) \cap\left\{u: \operatorname{curl} \operatorname{curl} u \in L_{l o c}^{2}\left(\mathcal{O}_{e}\right)\right\} .
\end{aligned}
$$

The meaning of, e.g., $H_{l o c}^{1}\left(\mathcal{O}_{e}\right)$ is then clear.
We will further need the following spaces:

$$
\begin{aligned}
& H_{\mathrm{Div}}^{1}(\mathcal{O})=\left\{u \in H^{1}(\mathcal{O}): \operatorname{Div}(n \times u) \in H^{1 / 2}(\Gamma)\right\} \\
& H_{\operatorname{Div}, l o c}^{1}\left(\mathcal{O}_{e}\right)=\left\{u \in H_{l o c}^{1}\left(\mathcal{O}_{e}\right): \operatorname{Div}(n \times u) \in H^{1 / 2}(\Gamma)\right\} . \\
& H_{\operatorname{Div}, l o c}^{1}(\Gamma)=\left\{u \in H_{t}^{1 / 2}(\Gamma): \operatorname{Div} u \in H^{1 / 2}(\Gamma)\right\}
\end{aligned}
$$

### 3.5 TRACES

In what follows we collect some results concerning traces. For details, readers may consult [91], [126], [334].

In Section 3.3.2 the trace operators $\gamma_{n}, \gamma_{\tau}, \pi_{\Gamma}$ were defined formally, for sufficiently smooth functions (e.g., in $C^{\infty}(\overline{\mathcal{O}})$ ). These operators have continuous extensions in function spaces consisting of vector fields of less regularity. Next we summarise the properties of these continuous extensions.

### 3.5.1 Properties of the normal trace operator $\gamma_{n}$

Proposition 3.5.1 Assume that $\mathcal{O}$ is locally on one side of its boundary $\Gamma$, with $\Gamma$ bounded and Lipschitz. Then
(i) $\gamma_{n}: H(\operatorname{div}, \mathcal{O}) \rightarrow H^{-1 / 2}(\Gamma)$ is continuous and onto.
(ii) $\operatorname{ker} \gamma_{n}=H_{0}(\operatorname{div}, \mathcal{O})$.

### 3.5.2 Properties of the tangential trace operator $\gamma_{\tau}$

Proposition 3.5.2 Assume that $\mathcal{O}$ is locally on one side of its boundary $\Gamma$, with $\Gamma$ bounded and Lipschitz. Then
(i) $\gamma_{\tau}: H(\operatorname{curl}, \mathcal{O}) \rightarrow\left(H^{-1 / 2}(\Gamma)\right)^{3}$ is continuous but not necessarily onto.
(ii) $\operatorname{ker} \gamma_{\tau}=H_{0}(\operatorname{curl}, \mathcal{O})$.

Proposition 3.5.3 In addition to the assumptions of Proposition 3.5.2 assume further that ${ }^{13} \Gamma$ is $C^{1,1}$. Then the following mappings are continuous and onto:

[^33](i) $\gamma_{\tau}: H(\operatorname{curl}, \mathcal{O}) \rightarrow H^{-1 / 2}(\operatorname{div}, \Gamma)$.
(ii) $\gamma_{\tau}: H^{1}(\operatorname{curl}, \mathcal{O}) \rightarrow H^{1 / 2}(\operatorname{div}, \Gamma)$.
(iii) $\gamma_{\tau}: H(\operatorname{curl}, \operatorname{div} 0, \mathcal{O}) \rightarrow H^{-1 / 2}(\operatorname{div}, \Gamma)$.

### 3.5.3 Properties of the tangential components trace operator $\pi_{\Gamma}$

Proposition 3.5.4 Assume that $\mathcal{O}$ is locally on one side of its boundary $\Gamma$, with $\Gamma$ bounded and Lipschitz. Then
(i) $\pi_{\Gamma}: H(\operatorname{curl}, \mathcal{O}) \rightarrow\left(H^{-1 / 2}(\Gamma)\right)^{3}$ is continuous.
(ii) $\operatorname{ker} \pi_{\Gamma}=H_{0}(\operatorname{curl}, \mathcal{O})$.

Proposition 3.5.5 In addition to the assumptions of Proposition 3.5.4 assume further that $\Gamma$ is $C^{1,1}$. Then the following mappings are continuous and onto:
(i) $\pi_{\Gamma}: H(\operatorname{curl}, \mathcal{O}) \rightarrow H^{-1 / 2}(\operatorname{curl}, \Gamma)$.
(ii) $\pi_{\Gamma}: H^{1}(\operatorname{curl}, \mathcal{O}) \rightarrow H^{1 / 2}(\operatorname{curl}, \Gamma)$.
(iii) $\pi_{\Gamma}: H($ curl, div0, $\mathcal{O}) \rightarrow H^{-1 / 2}(\operatorname{curl}, \Gamma)$.

Remark 3.5.6 ([91]) For the exterior domain $\mathcal{O}_{e}$, with $\Gamma \in C^{1,1}$, the trace mappings $\gamma_{\tau}, \pi_{\Gamma}$ defined on $H_{l o c}\left(\operatorname{curl}, \overline{\mathcal{O}_{e}}\right):=\left\{v \in L_{l o c}^{2}\left(\mathcal{O}_{e}, \mathbb{C}^{3}\right): v \zeta \in\right.$ $H$ (curl, $\left.\left.\mathcal{O}_{e}\right), \forall \zeta \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)\right\}$ are also continuous and onto.

### 3.6 VARIOUS DECOMPOSITIONS

### 3.6.1 Orthogonal decompositions of $\left(L^{2}(\mathcal{O})\right)^{3}$

Proposition 3.6.1 Let $\mathcal{O}$ be a connected open set in $\mathbb{R}^{3}$, with a Lipschitz boundary $\Gamma$. Then we have the following orthogonal decompositions:
(i) $\left(L^{2}(\mathcal{O})\right)^{3}=\operatorname{grad} H^{1}(\mathcal{O}) \oplus H_{0}(\operatorname{div} 0, \mathcal{O})$.
(ii) $\left(L^{2}(\mathcal{O})\right)^{3}=\operatorname{grad} H_{0}^{1}(\mathcal{O}) \oplus H(\operatorname{div} 0, \mathcal{O})$.
(iii) $\left(L^{2}(\mathcal{O})\right)^{3}=\operatorname{grad} H_{0}^{1}(\mathcal{O}) \oplus \operatorname{curl}\left(H^{1}(\mathcal{O})\right)^{3}$.
(iv) $\left(L^{2}(\mathcal{O})\right)^{3}=\operatorname{grad} H^{1}(\mathcal{O}) \oplus \operatorname{curl}\left(H_{0}^{1}(\mathcal{O})\right)^{3}$.

The above decompositions are customarily called Helmholtz decompositions. The typical form in which they are most often used is the following: consider, for example, the third case above; we can then uniquely decompose each element $u \in\left(L^{2}(\mathcal{O})\right)^{3}$ as $u=\operatorname{grad} p+\operatorname{curl} w$, where $p \in H_{0}^{1}(\mathcal{O})$ and $w \in\left(H^{1}(\mathcal{O})\right)^{3}$.
Remark 3.6.2 These decompositions have generalisations for nonsimply connected domains, which are usually referred to as Hodge decompositions (see, e.g., [91]).

### 3.6.2 Decompositions in terms of normal and tangential spaces

For the definitions of the relevant spaces, see Section 3.4.9.
Proposition 3.6.3 The following orthogonal decomposition is true:

$$
\left(L^{2}(\Gamma)\right)^{3}=L_{t}^{2}(\Gamma) \oplus L_{n}^{2}(\Gamma)
$$

REmARK 3.6.4 If $\mathcal{O}$ is regular in the sense defined above, we cannot have a similar decomposition for $\left(H^{1 / 2}(\Gamma)\right)^{3}$. But if $\mathcal{O}$ is $C^{1, \alpha}$ for $\alpha \in\left(\frac{1}{2}, 1\right)$, then

$$
\left(H^{1 / 2}(\Gamma)\right)^{3}=H_{t}^{1 / 2}(\Gamma) \oplus H_{n}^{1 / 2}(\Gamma)
$$

while, by duality, an analogous decomposition is true for $\left(H^{-1 / 2}(\Gamma)\right)^{3}$.

### 3.7 COMPACT EMBEDDINGS

Compact embeddings (denoted by $\stackrel{c}{\hookrightarrow}$ ) are certainly of sine qua non importance in establishing the solvability of boundary value problems. The embedding $X \stackrel{\text { c }}{\hookrightarrow} Y$ is compact if the injection $\mathfrak{J}: X \rightarrow Y$ is a compact operator. This allows turning, up to subsequences, a weak convergence in $X$ into a strong convergence in $Y$ (see Section A. 2 in Appendix A).

We list here some compactness results, starting with the compactness version - bearing the name Rellich-Kondrachov theorem - of the famous Sobolev embedding theorem.

Theorem 3.7.1 (Rellich-Kondrachov theorem) Let $\mathcal{O} \subset \mathbb{R}^{N}$ be a (not necessarily bounded) domain with Lipschitz boundary $\Gamma$, and let $\mathcal{O}_{0} \subseteq \mathcal{O}$ be any bounded subdomain of $\mathcal{O}$. Let $m \in \mathbb{N}, j \in \mathbb{N}_{0}$ and $p \in[1, \infty)$.
(i) If $m p \leq N$, then
(a) $W^{j+m, p}(\mathcal{O}) \stackrel{c}{\hookrightarrow} W^{j, q}\left(\mathcal{O}_{0}\right)$ for $m p<N$ and $q \in[1, N p /(N-m p))$.
(b) $W^{j+m, p}(\mathcal{O}) \stackrel{c}{\hookrightarrow} W^{j, q}\left(\mathcal{O}_{0}\right)$ for $m p=N$ and $q \in[1, \infty)$.
(ii) If $m p>N$, then
(a) $W^{j+m, p}(\mathcal{O}) \stackrel{c}{\hookrightarrow} W^{j, q}\left(\mathcal{O}_{0}\right), q \in[1, \infty)$.
(b) $W^{j+m, p}(\mathcal{O}) \stackrel{c}{\hookrightarrow} C^{j}\left(\overline{\mathcal{O}}_{0}\right)$.
(c) $W^{j+m, p}(\mathcal{O}) \stackrel{c}{\hookrightarrow} C^{j, \alpha}\left(\overline{\mathcal{O}}_{0}\right), \alpha \in(0, m-n / p)$.

REMARK 3.7.2 If $\mathcal{O}$ is an arbitrary domain in $\mathbb{R}^{N}$, all the above embeddings are compact, provided that $W^{j+m, p}(\mathcal{O})$ is replaced by $W_{0}^{j+m, p}(\mathcal{O})$. In the case where $\mathcal{O}$ is an unbounded domain, compact embeddings of $W_{0}^{m, p}(\mathcal{O})$ are studied in [1].

Corollary 3.7.3 For $N=3$, it holds that $H^{1}(\mathcal{O}) \stackrel{c}{\hookrightarrow} L^{q}(\mathcal{O})$ for $q \in[1,6]$.
Regarding fractional order spaces, one of the many existing compact embeddings results is [309].

Theorem 3.7.4 Let $\mathcal{O} \subset \mathbb{R}^{N}$ be a bounded domain with Lipschitz boundary Г. If $0 \leq \mathrm{s}_{1}<\mathrm{s}_{2}<\infty$, then $H^{\mathrm{s}_{2}}(\mathcal{O}) \stackrel{\mathrm{c}}{\hookrightarrow} H^{\mathrm{s}_{1}}(\mathcal{O})$.

One of the main differences between the spaces $\left(H^{1}(\mathcal{O})\right)^{3}$ and $H(\operatorname{curl}, \mathcal{O})$, for regular bounded $\mathcal{O}$, is that the embeddings into $\left(L^{2}(\mathcal{O})\right)^{3}$ of $H(\operatorname{curl}, \mathcal{O})$, $H(\operatorname{div}, \mathcal{O}), H(\operatorname{curl}, \operatorname{div}, \mathcal{O})$, and their intersections with ker curl or ker div are not compact, since all these spaces contain the space $\mathrm{H}(\mathcal{O}):=\{u \in$ $\left.\left(L^{2}(\mathcal{O})\right)^{3}: \operatorname{curl} u=0, \operatorname{div} u=0\right\}$, which is an infinite-dimensional closed subspace of $\left(L^{2}(\mathcal{O})\right)^{3}$. Nevertheless, there are related compact embeddings (see [91]):

THEOREM 3.7.5 Let $\mathcal{O} \subset \mathbb{R}^{3}$ be a bounded domain with Lipschitz boundary Г. Then
(i) $\left\{u \in H(\operatorname{curl}, \operatorname{div}, \mathcal{O}): n \times\left. u\right|_{\Gamma} \in\left(L^{2}(\Gamma)\right)^{3}\right\} \stackrel{c}{\hookrightarrow}\left(L^{2}(\mathcal{O})\right)^{3}$,
(ii) $\left\{u \in H(\operatorname{curl}, \operatorname{div}, \mathcal{O}):\left.n \cdot u\right|_{\Gamma} \in L^{2}(\Gamma)\right\} \stackrel{c}{\hookrightarrow}\left(L^{2}(\mathcal{O})\right)^{3}$,
(iii) $\left\{u \in H(\operatorname{curl}, \mathcal{O}): \operatorname{div}(\zeta u) \in L^{2}(\mathcal{O}), n \times\left. u\right|_{\Gamma} \in\left(L^{2}(\Gamma)\right)^{3}\right\}{ }^{c}\left(L^{2}(\mathcal{O})\right)^{3}$,
(iv) $\left\{u \in H(\operatorname{curl}, \mathcal{O}): \operatorname{div}(\zeta u) \in L^{2}(\mathcal{O}),\left.n \cdot u\right|_{\Gamma} \in L^{2}(\Gamma)\right\} \stackrel{c}{\hookrightarrow}\left(L^{2}(\mathcal{O})\right)^{3}$,
$(v)\left\{u \in H(\operatorname{curl}, \mathcal{O}): \int_{\mathcal{O}}(\zeta u \cdot \operatorname{grad} \psi)=0, \forall \psi \in H^{1}(\mathcal{O})\right\} \stackrel{c}{\hookrightarrow}\left(L^{2}(\mathcal{O})\right)^{3}$,
(vi) $\left\{u \in H_{0}(\operatorname{curl}, \mathcal{O}): \operatorname{div}(\zeta u)=\operatorname{grad}(\zeta \widetilde{\zeta}) \cdot \operatorname{curl} u \in L^{2}(\mathcal{O})\right\} \stackrel{c}{\hookrightarrow}\left(L^{2}(\mathcal{O})\right)^{3}$,
where $\zeta$ in cases (iii), (iv), (v), (vi) and $\widetilde{\zeta}$ in case (vi), are positive, bounded away from 0, real-valued functions in $L^{\infty}(\mathcal{O})$.

### 3.8 THE OPERATORS OF VECTOR ANALYSIS REVISITED

### 3.8.1 The operators on function spaces

The action of the grad, curl, and div, operators in function spaces is summarised in the following de Rham diagrams:

$$
\begin{aligned}
& H^{1}(\mathcal{O}) \xrightarrow{\text { grad }} H(\operatorname{curl}, \mathcal{O}) \xrightarrow{\text { curl }} H(\operatorname{div}, \mathcal{O}) \xrightarrow{\text { div }} L^{2}(\mathcal{O}) . \\
& H_{0}^{1}(\mathcal{O}) \xrightarrow{\text { grad }} H_{0}(\operatorname{curl}, \mathcal{O}) \xrightarrow{\text { curl }} H_{0}(\operatorname{div}, \mathcal{O}) \xrightarrow{\text { div }} L^{2}(\mathcal{O}) .
\end{aligned}
$$

The ranges of the operators grad, curl, and div are closed in the corresponding $L^{2}(\mathcal{O})$ spaces.

### 3.8.2 Regularity

Let $\mathcal{O}$ be open and bounded in $\mathbb{R}^{3}$, with $\Gamma$ being $C^{k+1,1}$ regular. The following regularity results (see [126]) hold.

Proposition 3.8.1 If, $u \in\left(L^{2}(\mathcal{O})\right)^{3}, \operatorname{curl} u \in\left(H^{k}(\mathcal{O})\right)^{3}, \operatorname{div} u \in H^{k}(\mathcal{O})$, and either $\gamma_{n}(u) \in H^{k+1 / 2}(\Gamma)$ or $\gamma_{\tau}(u) \in\left(H^{k+1 / 2}(\Gamma)\right)^{3}$, then $u \in\left(H^{k+1}(\mathcal{O})\right)^{3}$.

### 3.8.3 Integral formulae revisited

Green's integral formulae can be generalised (see, e.g., [91], [324]). Some of the mostly used generalisations are:

$$
\begin{aligned}
& \int_{\mathcal{O}} \mathfrak{u} \cdot \operatorname{grad} \phi d x+\int_{\mathcal{O}} \operatorname{div} \mathfrak{u} \phi d x=\left\langle\gamma_{n}(\mathfrak{u}) \phi\right\rangle, \forall \mathfrak{u} \in H(\operatorname{div}, \mathcal{O}), \phi \in H^{1}(\mathcal{O}) . \\
& \int_{\mathcal{O}} \operatorname{curl} \mathfrak{v} \cdot \mathfrak{w} d x-\int_{\mathcal{O}} \mathfrak{v} \cdot \operatorname{curl} \mathfrak{w} d x=\left\langle\gamma_{\tau}(\mathfrak{v}), \pi_{\Gamma}(\mathfrak{w})\right\rangle, \forall \mathfrak{v}, \mathfrak{w} \in H(\operatorname{curl}, \mathcal{O}) .
\end{aligned}
$$

### 3.8.4 Jump relations

The jump relations of Section 3.3.3.3 also hold in the following setting (see $[91]),\left.\phi\right|_{\mathcal{O}} \in H^{1}(\mathcal{O})$ and $\left.\phi\right|_{\mathcal{O}_{e}} \in H_{l o c}^{1}\left(\mathcal{O}_{e}\right)$, or $\left.\mathfrak{u}\right|_{\mathcal{O}} \in H(\operatorname{div}, \mathcal{O})$ and $\left.\mathfrak{u}\right|_{\mathcal{O}_{e}} \in$ $H_{l o c}\left(\operatorname{div}, \mathcal{O}_{e}\right)$, or $\left.\mathfrak{u}\right|_{\mathcal{O}} \in H(\operatorname{curl}, \mathcal{O})$ and $\left.\mathfrak{u}\right|_{\mathcal{O}_{e}} \in H_{\text {loc }}\left(\operatorname{curl}, \mathcal{O}_{e}\right)$.

### 3.8.5 The kernels of curl and div

Let ker and ran denote the kernel and range of an operator, respectively. The kernels of curl and div are characterised by the celebrated Poincaré lemma:

## Lemma 3.8.2 (Poincaré LEMMA)

$$
\begin{aligned}
& \text { ker curl }=\text { ran } \operatorname{grad}=\operatorname{grad} H^{1}(\mathcal{O}) \\
& \text { ker } \operatorname{div}=\operatorname{ran} \operatorname{curl}=\operatorname{curl}\left(H^{1}(\mathcal{O})\right)^{3}=\operatorname{curl} H(\operatorname{curl}, \mathcal{O}) .
\end{aligned}
$$

Related results can be proved when boundary conditions are involved. In particular

$$
\begin{aligned}
& H_{0}(\operatorname{curl0}, \mathcal{O})=\operatorname{grad} H_{0}^{1}(\mathcal{O}) \\
& H_{0}(\operatorname{div} 0, \mathcal{O})=\operatorname{curl}\left(H_{0}^{1}(\mathcal{O})\right)^{3}=\operatorname{curl} H_{0}(\operatorname{curl}, \mathcal{O})
\end{aligned}
$$

### 3.8.6 Properties of tangential differential operators

The definitions of Section 3.3.4 are formal; they become precise in the framework of Sobolev spaces [91].

Proposition 3.8.3 The following mappings are continuous:
(i) Grad : $H^{1 / 2}(\Gamma) \rightarrow H_{t}^{-1 / 2}(\Gamma)$.
(ii) Div : $H_{t}^{1 / 2}(\Gamma) \rightarrow H^{-1 / 2}(\Gamma)$.
(iii) Curl : $H_{t}^{1 / 2}(\Gamma) \rightarrow H^{-1 / 2}(\Gamma)$.
(iv) $\overrightarrow{\mathrm{Curl}}: H^{1 / 2}(\Gamma) \rightarrow H_{t}^{-1 / 2}(\Gamma)$.

### 3.9 THE MAXWELL OPERATOR

We collect in this section some key results concerning the Maxwell operator

$$
\mathrm{M}:=\left(\begin{array}{cc}
0 & \text { curl } \\
- \text { curl } & 0
\end{array}\right)
$$

in various function space settings.

### 3.9.1 The spaces $\mathbb{X}, \mathbb{X}_{M}, \mathfrak{X}_{M}$

We will extensively use the following abbreviations:

$$
\begin{aligned}
& \mathrm{X}:=\left(L^{2}(\mathcal{O})\right)^{3} \\
& \mathbb{X}:=\mathrm{X} \times \mathrm{X}=\left(L^{2}(\mathcal{O})\right)^{3} \times\left(L^{2}(\mathcal{O})\right)^{3}
\end{aligned}
$$

These are Hilbert spaces when equipped with the inner products

$$
\begin{aligned}
& \left(\phi_{i}, \psi_{i}\right)_{\mathrm{X}}=\int_{\mathcal{O}} \phi_{i} \cdot \overline{\psi_{i}} d x, \quad i=1,2 \\
& (\phi, \psi)_{\mathbb{X}}=\int_{\mathcal{O}}\left(\phi_{1} \cdot \overline{\psi_{1}}+\phi_{2} \cdot \overline{\psi_{2}}\right) d x
\end{aligned}
$$

respectively, where $\phi=\left(\phi_{1}, \phi_{2}\right)^{t r}, \psi=\left(\psi_{1}, \psi_{2}\right)^{t r}$, and the overbar denotes complex conjugation.

The weighted versions of the above Hilbert spaces are often useful; the inner products are then defined as

$$
\begin{aligned}
& \left(\phi_{i}, \psi_{i}\right)_{\mathrm{X}, \mathfrak{w}_{i}}=\int_{\mathcal{O}} \mathfrak{w}_{i} \phi_{i} \cdot \overline{\psi_{i}} d x, \quad i=1,2 \\
& (\phi, \psi)_{\mathbb{X}, \mathfrak{w}}=\int_{\mathcal{O}}\left(\mathfrak{w}_{1} \phi_{1} \cdot \overline{\psi_{1}}+\mathfrak{w}_{2} \phi_{2} \cdot \overline{\psi_{2}}\right) d x
\end{aligned}
$$

where $\mathfrak{w}_{1}$ and $\mathfrak{w}_{2}$ are appropriately chosen regular-weight functions. A convenient choice for these weights in electromagnetics is $\mathfrak{w}_{1}=\varepsilon, \mathfrak{w}_{2}=\mu$.

Theorem 3.9.1 $H(\operatorname{curl}, \mathcal{O})$ and $H_{0}(\operatorname{curl}, \mathcal{O})$ are dense subspaces of X .
Additionally, we consider

$$
\begin{aligned}
& \mathbb{X}_{\mathrm{M}}:=H_{0}(\operatorname{curl}, \mathcal{O}) \times H(\operatorname{curl}, \mathcal{O}) \\
& \mathfrak{X}_{1}:=H_{0}(\operatorname{curl}, \mathcal{O}) \cap H(\operatorname{div} 0, \mathcal{O}) \\
& \mathfrak{X}_{2}:=H(\operatorname{curl}, \mathcal{O}) \cap H_{0}(\operatorname{div} 0, \mathcal{O})
\end{aligned}
$$

$$
\mathfrak{X}_{\mathrm{M}}:=\mathfrak{X}_{1} \times \mathfrak{X}_{2} .
$$

REMARK 3.9.2 Observe that the perfect conductor boundary condition is absorbed in the first component of the above Cartesian products.

In the case of spatially dependent coefficients one may consider weighted variants of the above spaces, e.g., using $H\left(\operatorname{div}_{\varepsilon} 0, \mathcal{O}\right)=\{v \in X: \operatorname{div}(\varepsilon v)=0\}$ instead of $H(\operatorname{div} 0, \mathcal{O})$.

### 3.9.2 Properties of $M$

The simplest case to consider is electromagnetic fields of finite energy and work in an $L^{2}$ setting. The proper definition of the Maxwell operator in this case is $\mathrm{M}: D(\mathrm{M})=\mathbb{X}_{\mathrm{M}} \rightarrow \mathbb{X}$.

The following results are well known.
Theorem 3.9.3 Consider the operator $\mathrm{M}: D(\mathrm{M})=\mathbb{X}_{\mathrm{M}} \rightarrow \mathbb{X}$. Then
(i) The domain $D(\mathrm{M})$ is dense in $\mathbb{X}$ and M is closed.
(ii) The operator M is skew adjoint, i.e., $\mathrm{M}^{*}=-\mathrm{M}$ and $D(\mathrm{M})=D\left(\mathrm{M}^{*}\right)$.

Consequently, Stone's theorem (see Theorem A.8.10 in Appendix A) implies the following:

TheOrem 3.9.4 The operator $\mathrm{M}: \mathbb{X}_{\mathrm{M}} \rightarrow \mathbb{X}$ is the generator of a unitary group $\left\{\mathrm{T}_{\mathrm{M}}(t)\right\}_{t \in \mathbb{R}}$ on $\mathbb{X}$.

This equivalently means that both M and -M are generators of strongly continuous semigroups. More precisely, $M$ generates $\left(T_{M}(t)\right)_{t>0}$, whereas -M generates $\left(\mathrm{T}_{\mathrm{M}}(t)^{*}\right)_{t \geq 0}$. Observe, incidentally, that $\mathrm{T}_{\mathrm{M}}(t)^{*}=\mathrm{T}_{\mathrm{M}}(t)^{-1}$.

REmARK 3.9.5 It is important to notice that -M actually appears in the abstract evolution equation (2.10) after the change of variable $t \mapsto-t$, which corresponds to an inversion of time. Since we are studying causal models, dealing with fields that vanish for $t<0$, we actually use only the semigroup $\mathrm{T}_{\mathrm{M}}(t)$ for $t \geq 0$. However, the semigroup $\mathrm{T}_{\mathrm{M}}(t)$ for $t<0$ is very useful in certain settings, particularly in problems related to controllability (see Chapter 8) and scattering theory (see Chapter 10).

Other choices are possible. For instance, when we are interested in considering divergence-free solutions, then we may define $\mathrm{M}: D(\mathrm{M})=\mathfrak{X}_{\mathrm{M}} \rightarrow \mathbb{X}$. In this case we have the following theorem.

Theorem 3.9.6 Consider the operator $\mathrm{M}: D(\mathrm{M})=\mathfrak{X}_{\mathrm{M}} \rightarrow \mathbb{X}$. Then
(i) The domain $D(\mathrm{M})$ is dense in $\mathbb{X}$ and M is closed.
(ii) The operator M is skew adjoint, i.e., $\mathrm{M}^{*}=-\mathrm{M}$ and $D(\mathrm{M})=D\left(\mathrm{M}^{*}\right)$.

Using the same arguments as above, we obtain (see, e.g., [138]) Theorem 3.9.7.

Theorem 3.9.7 The operator $\mathrm{M}: \mathfrak{X}_{\mathrm{M}} \rightarrow \mathbb{X}$ is the generator of a unitary group $\left\{\mathrm{T}_{\mathrm{M}}(t)\right\}_{t \in \mathbb{R}}$ on $\mathbb{X}$.

Remark 3.9.8 The properties of the Maxwell operator, as described in Theorems 3.9.4 or 3.9.7, are also valid in more general functional settings; for instance, for $0<p, q<\infty$ the above theorem still holds (see, e.g., [426]) if $M$ is defined on

$$
\begin{aligned}
& D(\mathrm{M})=\mathbb{U}_{1} \times \mathbb{U}_{2} \\
& \mathbb{U}_{1}=\left\{u_{1} \in\left(L^{p}(\mathcal{O})\right)^{3}, \operatorname{curl} u_{1} \in\left(L^{q}(\mathcal{O})\right)^{3}, n \times\left. u_{1}\right|_{\partial \mathcal{O}}=0\right\} \\
& \mathbb{U}_{2}=\left\{u_{2} \in\left(L^{2}(\mathcal{O})\right)^{3}, \operatorname{curl} u_{2} \in\left(L^{\frac{p}{p-1}}(\mathcal{O})\right)^{3}\right\}
\end{aligned}
$$

### 3.9.3 Modified Maxwell operators

It is often convenient to work with a modified version of the Maxwell operator M , namely, with the operator $\mathrm{M}_{\mathrm{A}}$ defined by

$$
\mathrm{M}_{\mathrm{A}}=\mathrm{A}_{\mathrm{or}}^{-1} \mathrm{M}
$$

where $A_{\text {or }}$ is the $6 \times 6$ matrix (see (2.12)):

$$
\mathrm{A}_{\mathrm{or}}(x)=\left(\begin{array}{ll}
\varepsilon(x) & \xi(x) \\
\zeta(x) & \mu(x)
\end{array}\right)
$$

$\varepsilon, \xi, \zeta$ and $\mu$ being $3 \times 3$ matrices whose entries are measurable and essentially bounded functions for $x \in \mathcal{O}$. Under sufficient conditions on these matrices, the modified Maxwell operator $\mathrm{M}_{\mathrm{A}}$ enjoys analogous properties as those of M. In particular, the following result holds [205].

Theorem 3.9.9 Under Assumption 2.3.5 for $\mathrm{A}_{\text {or }}(x), \mathrm{M}_{A}: \mathbb{X}_{\mathrm{M}} \rightarrow \mathbb{X}$ is the generator of a strongly continuous group $\left\{\mathrm{T}_{\mathrm{M}_{A}}(t)\right\}_{t \in \mathbb{R}}$ on $\mathbb{X}$.

Further, the above result (under additional regularity assumptions on $\mathrm{A}_{\text {or }}$ ) holds also in the following setting (see, e.g., [138]).

THEOREM 3.9.10 The operator $\mathrm{M}_{A}: \mathfrak{X}_{\mathrm{M}} \rightarrow \mathbb{X}$ is the generator of a strongly continuous group $\left\{\mathrm{T}_{M_{A}}(t)\right\}_{t \in \mathbb{R}}$ on $\mathbb{X}$.

REMARK 3.9.11 In a number of applications, instead of $A_{\text {or }}$ we use its diagonal version $A_{0}$ (see (2.13)). It is obvious how the above results can be applied to the arising modified Maxwell operator $\mathrm{A}_{0}^{-1} \mathrm{M}$.

REMARK 3.9.12 For an introduction to operator theory for electromagnetics, see [126], [180], [278].

## PART 2

Time-Harmonic Deterministic Problems
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## Chapter Four

## Well Posedness

### 4.1 INTRODUCTION

Time-harmonic problems constitute an important class within the theory of electromagnetics in complex media. In treating such problems we assume that the temporal evolution of these fields is periodic, with a fixed and prescribed period $\varpi$. This class covers a variety of important applications, such as wave guide problems, scattering problems, etc. Under the assumption of temporally periodic fields we may use the constitutive relations introduced in Section 2.3.3, which do not contain the convolution terms. The absence of the convolution terms simplifies the treatment of the Maxwell equations, (PDEs) which in this case become partial differential equations depending only on the spatial variables. As we shall see in this chapter, these differential equations, after proper reductions, can lead to problems that can be treated using the theory of variational PDEs, and methods akin to those used in elliptic problems.

In this chapter we present rigorous mathematical results concerning the solvability and well posedness of time-harmonic problems for complex electromagnetic media, with a special emphasis on chiral media. The structure of the chapter is as follows: In Section 4.2 we treat the solvability and well posedness of the interior time-harmonic problem and in Section 4.3 we present some results concerning eigenvalue problems in cavities filled with complex electromagnetic materials. In Section 4.4 we study the behaviour of the interior domain problem for a chiral medium in the limit of low chirality, and we show that this problem converges in the appropriate sense to the relevant problem for an achiral medium. This result may be interpreted as a continuity result (with respect to the data). In Section 4.5 we present some comments related to the well posedness and solvability of exterior problems ${ }^{1}$. Finally, in Section 4.6, using an appropriate finite-dimensional space (namely, the one corresponding to finite element methods) and the variational formulation of the discretised version of the original boundary value problem, we obtain numerical methods for the solution of the Maxwell equations for chiral media. We do not present the actual numerical methods but furnish the analytic framework necessary for their implementation.

[^34]
### 4.2 SOLVABILITY OF THE INTERIOR PROBLEM

In this section we consider the solvability of the interior time-harmonic problem, assuming nonconstant coefficients. In view of the Drude-Born-Fedorov constitutive relations (see Section 2.3.3, equation (2.21), in the following we drop the subscript "DBF" from all material parameters), and the Maxwell equations in a domain $\mathcal{O} \subset \mathbb{R}^{3}$ become

$$
\begin{align*}
& \operatorname{curl} E=\beta \gamma^{2} E+i \varpi \mu\left(\frac{\gamma}{k}\right)^{2} H, \quad \text { in } \mathcal{O},  \tag{4.1}\\
& \operatorname{curl} H=\beta \gamma^{2} H-i \varpi \varepsilon\left(\frac{\gamma}{k}\right)^{2} E,
\end{align*}
$$

where $\varpi>0$ is the angular frequency,

$$
\begin{equation*}
k^{2}=\varpi^{2} \varepsilon \mu \quad, \quad \gamma^{2}=k^{2}\left(1-\beta^{2} k^{2}\right)^{-1} . \tag{4.2}
\end{equation*}
$$

These equations are complemented with the boundary condition

$$
\begin{equation*}
n \times E=f, \quad \text { on } \partial \mathcal{O} \tag{4.3}
\end{equation*}
$$

where ${ }^{2} f \in H^{-1 / 2}(\operatorname{div}, \partial \mathcal{O})$ is a prescribed electric field on $\partial \mathcal{O}$.
If $f=0$, then we have a homogeneous problem. This problem will have nontrivial solutions for specific values of the frequency $\varpi$ as long as the other parameters of the problem are fixed. This is equivalent to an eigenvalue problem that will reveal the resonant frequencies of $\mathcal{O}$ (the cavity problem).

Assume that we are away from such an eigenvalue. Then we will prove that the interior problem is well posed. Our approach closely follows [11] and [8]. See also [101]. Throughout this chapter we make the following assumption (see [11]).

Assumption 4.2.1
(i) The boundary $\partial \mathcal{O}$ is of class $C^{1,1}$.
(ii) The coefficients $\varepsilon, \mu$ and $\beta$ are real valued and positive $C^{2}(\overline{\mathcal{O}})$ functions.
(iii) The function $\alpha:=\mu^{-1}\left(1-\varpi^{2} \varepsilon \mu \beta^{2}\right)$ is positive in $\overline{\mathcal{O}}$.

The assumption $\alpha>0$ is plausible since the chirality parameter $\beta$ is usually considered to be small. Furthermore, the above regularity requirements can be relaxed.

Theorem 4.2.2 Assume that $\varpi$ is not an eigenvalue of the cavity problem (4.1). Then the boundary value problem (4.1)-(4.3) has a unique solution in $H(\operatorname{curl}, \mathcal{O}) \times H(\operatorname{curl}, \mathcal{O})$ for every $f \in H^{-1 / 2}(\operatorname{div}, \partial \mathcal{O})$.

The proof is performed in the following steps.
STEP 1 In order to study the solvability of the interior problem, it is convenient to rewrite the system in terms of the electric field only. To this end,

[^35]we apply the curl operator on the first equation (4.1) (after multiplying both sides by $\mu^{-1} k^{2} \gamma^{-2}$ ), and using well-known vector identities we find
\[

$$
\begin{equation*}
\operatorname{curl}\left(\mu^{-1}\left(1-\varpi^{2} \varepsilon \mu \beta^{2}\right) \operatorname{curl} E\right)=\varpi^{2} \operatorname{curl}(\beta \varepsilon E)+i \varpi \operatorname{curl} H \tag{4.4}
\end{equation*}
$$

\]

In the above, we have used the definition of $k^{2}$ given in (4.2).
We now rewrite curl $H$ in terms of the electric field $E$, using a linear combination of (4.1), as

$$
\begin{equation*}
i \varpi \operatorname{curl} H=k^{2} \beta \mu^{-1} \operatorname{curl} E+\varpi^{2} \varepsilon E . \tag{4.5}
\end{equation*}
$$

Substituting (4.5) into (4.4), we obtain a single equation for $E$,

$$
\begin{equation*}
\operatorname{curl}(\alpha \operatorname{curl} E)=\varpi^{2}(\operatorname{curl}(\beta \varepsilon E)+\beta \varepsilon \operatorname{curl} E+\varepsilon E) . \tag{4.6}
\end{equation*}
$$

This equation has to be solved with the boundary condition (4.3).
We need to obtain an appropriate weak formulation for the system (4.6) (or its equivalent form, (4.27)). To this end, we take the dot product of (4.3) with a smooth vector function $\psi$, integrate over the domain $\mathcal{O}$ and use the second Green's formula ${ }^{3}$, obtaining

$$
\begin{aligned}
\int_{\mathcal{O}}(\alpha \operatorname{curl} E) \cdot \operatorname{curl} \bar{\psi} d x & +\int_{\partial \mathcal{O}}(n \times \alpha \operatorname{curl} E) \cdot((n \times \bar{\psi}) \times n) d s(x)= \\
& +\varpi^{2} \int_{\mathcal{O}}(\varepsilon E+\operatorname{curl}(\varepsilon \beta E)+\varepsilon \beta \operatorname{curl} E) \cdot \bar{\psi} d x
\end{aligned}
$$

By choosing properly the test function we may eliminate the boundary term. This choice requires that the tangential component of the test function vanish on the boundary $\partial \mathcal{O}$; therefore $\psi \in H_{0}(\operatorname{curl}, \mathcal{O})$.

This argument motivates the introduction of the bilinear form

$$
a^{(\beta)}(\cdot, \cdot): H(\operatorname{curl}, \mathcal{O}) \times H_{0}(\operatorname{curl}, \mathcal{O}) \rightarrow \mathbb{C}
$$

defined as

$$
\begin{align*}
a^{(\beta)}(E, \psi) & :=(\alpha \operatorname{curl} E, \operatorname{curl} \psi)-\varpi^{2}(\varepsilon E, \psi) \\
& -\varpi^{2}(\operatorname{curl}(\varepsilon \beta E), \psi)-\varpi^{2}(\varepsilon \beta \operatorname{curl} E, \psi), \tag{4.7}
\end{align*}
$$

where by $(\cdot, \cdot)$ we denote the inner product in the Hilbert space $\left(L^{2}(\mathcal{O})\right)^{3}$. Our aim is to express the interior problem as a variational problem in terms of this bilinear form and use standard arguments from the theory of partial differential equations (see, e.g., [363]) to provide solvability results.

In doing so, we need to take the following steps:
STEP 2 First reduce problem (4.1) to one with a homogeneous boundary condition. We seek a solution of the form $E=U+E_{0}$, where $U \in\left(H^{1}(\mathcal{O})\right)^{3}$ is such that $n \times U=f$ for $x \in \partial \mathcal{O}$. This reduces to the solvability of the operator equation $\gamma_{\tau}(U)=f$ and is possible for every $f \in H^{-1 / 2}$ (div, $\left.\partial \mathcal{O}\right)$ by the properties of the tangential trace operator (see Proposition 3.5.3). Substituting this into equation (4.6), we see that $E_{0}$ satisfies the equation

$$
\begin{equation*}
\operatorname{curl}\left(\alpha \operatorname{curl} E_{0}\right)-\varpi^{2}\left(\operatorname{curl}\left(\beta \varepsilon E_{0}\right)+\beta \varepsilon \operatorname{curl} E_{0}+\varepsilon E_{0}\right)=F, \tag{4.8}
\end{equation*}
$$

[^36]where
\[

$$
\begin{equation*}
F:=-\operatorname{curl}(\alpha \operatorname{curl} U)+\varpi^{2}(\operatorname{curl}(\beta \varepsilon U)+\beta \varepsilon U+\varepsilon U) \tag{4.9}
\end{equation*}
$$

\]

with the homogeneous boundary condition

$$
n \times E_{0}=0, \quad x \in \partial \mathcal{O}
$$

Since $f \in H^{-1 / 2}(\operatorname{div}, \partial \mathcal{O}), U$ must be in $H(\operatorname{curl}, \mathcal{O})$, so that in general, $F \in\left(H^{-1}(\mathcal{O})\right)^{3}$. In view of the bilinear form $a^{(\beta)}(\cdot, \cdot)$ defined in (4.7) and the duality pairing $\langle\cdot, \cdot\rangle$ between $H(\operatorname{curl}, \mathcal{O})$ and $\left(H^{-1}(\mathcal{O})\right)^{3}$, the weak form of equation (4.8) can be written as

$$
\begin{equation*}
a^{(\beta)}\left(E_{0}, \psi\right)=\langle F, \psi\rangle \tag{4.10}
\end{equation*}
$$

STEP 3 We now recall the Helmholtz decomposition (see Proposition 3.6.1 (ii)) and seek a field $E_{0}$ in the form $E_{0}=e+\operatorname{grad} \phi$, where $e \in\left(H_{0}^{1}(\mathcal{O})\right)^{3} \cap$ $H(\operatorname{div}, \mathcal{O})$ and $\phi$ is an electrostatic potential $\phi \in H_{0}^{1}(\mathcal{O})$. Substituting this expression into (4.10), we obtain (in terms of the bilinear form $a^{(\beta)}(\cdot, \cdot)$ defined in (4.7))

$$
a^{(\beta)}(e, \psi)+a^{(\beta)}(\operatorname{grad} \phi, \psi)=\langle F, \psi\rangle
$$

which, using the vector calculus identities, reduces to

$$
\begin{equation*}
a^{(\beta)}(e, \psi)+b^{(\beta)}(\phi, \psi)=\langle F, \psi\rangle, \forall \psi \in H_{0}(\operatorname{curl}, \mathcal{O}) \tag{4.11}
\end{equation*}
$$

in terms of the new bilinear form

$$
b^{(\beta)}: H_{0}^{1}(\mathcal{O}) \times H_{0}(\operatorname{curl}, \mathcal{O}) \rightarrow \mathbb{C}
$$

defined by

$$
\begin{equation*}
b^{(\beta)}(\phi, \psi):=-\varpi^{2} \int_{\mathcal{O}}(\operatorname{curl}(\varepsilon \beta \operatorname{grad} \phi)+\varepsilon \operatorname{grad} \phi) \cdot \bar{\psi} d x \tag{4.12}
\end{equation*}
$$

This equation contains two unknown entities, the electromagnetic field $e$ and the electrostatic potential $\phi$.
STEP 4 We eliminate first the electrostatic potential $\phi$. We choose the test function $\psi$ as $\psi=\operatorname{grad} \xi, \xi \in H_{0}^{1}(\mathcal{O})$ and substitute it into (4.11). For this choice, $\operatorname{curl} \psi=0$, so that we obtain a vanishing contribution from the first term in the bilinear form $a^{(\beta)}(e, \operatorname{grad} \xi)$. We now integrate the remaining terms by parts using the divergence formula, as well as the fact that $\operatorname{div} \operatorname{curl} v=0$. After some algebra, the remaining terms in (4.11) are

$$
\begin{equation*}
\varpi^{2}\left(\int_{\mathcal{O}} \operatorname{div}(\varepsilon \beta \operatorname{curl} e+\varepsilon e) \cdot \xi d x+\int_{\mathcal{O}} \varepsilon \operatorname{grad} \phi \cdot \operatorname{grad} \xi d x\right)=\int_{\mathcal{O}} F \cdot \operatorname{grad} \xi d x \tag{4.13}
\end{equation*}
$$

If we choose $e$ such that $\operatorname{div}(\varepsilon \beta$ curle $+\varepsilon e)=0$, or its equivalent weak form

$$
\int_{\mathcal{O}}(\varepsilon \beta \operatorname{curl} e+\varepsilon e) \cdot \operatorname{grad} \xi d x=0, \quad \forall \xi \in H_{0}^{1}(\mathcal{O})
$$

then equation (4.13) reduces to

$$
\begin{equation*}
\varpi^{2} \int_{\mathcal{O}} \varepsilon \operatorname{grad} \phi \cdot \operatorname{grad} \xi d x=\int_{\mathcal{O}} F \cdot \operatorname{grad} \xi d x \tag{4.14}
\end{equation*}
$$

which is the weak form for an elliptic equation for $\phi$.

Remark 4.2.3 The above procedure is equivalent to invoking a Helmholtztype decomposition of $H_{0}(\operatorname{curl}, \mathcal{O})$ as
$\left\{u \in H(\operatorname{curl}, \mathcal{O}):(\varepsilon \beta \operatorname{curl} u+\varepsilon u, \operatorname{grad} \xi)=0, \forall \xi \in H_{0}^{1}(\mathcal{O})\right\} \oplus \operatorname{grad} H_{0}^{1}(\mathcal{O}) ;$ see Lemma 4.5 in [324].

The solvability of the elliptic equation (4.14) for the electrostatic potential is obtained by standard arguments based on the Lax-Milgram lemma (see Section A. 10 in Appendix A).

Lemma 4.2.4 Assume that $\varpi^{2}>0$ and that Assumption 4.2.1 is valid. Then there exists a unique solution $\phi \in H_{0}^{1}(\mathcal{O})$ of (4.14) satisfying

$$
\|\operatorname{grad} \phi\|_{\left(L^{2}(\mathcal{O})\right)^{3}} \leq c\|F\|_{\left(H^{-1}(\mathcal{O})\right)^{3}} \leq C\|f\|_{H^{-1 / 2}(\operatorname{div}, \partial \mathcal{O})}
$$

The first inequality is an immediate consequence of the Lax-Milgram lemma, while the second follows from (4.9) and the properties of the tangential trace operator.
STEP 5 We now turn to the determination of $e$. Having determined the electrostatic potential $\phi$ with the use of Lemma 4.2.4, we substitute that back into equation (4.8), or its equivalent weak form (4.10), and now determine $e$ by solving the problem

$$
\begin{array}{r}
\operatorname{curl}(\alpha \operatorname{curl} e)-\varpi^{2}(\operatorname{curl}(\varepsilon \beta e)+\varepsilon \beta \operatorname{curl} e+\varepsilon e)= \\
\digamma+\varpi^{2}(\operatorname{curl}(\varepsilon \beta \operatorname{grad} \phi)+\varepsilon \operatorname{grad} \phi), \tag{4.15}
\end{array}
$$

which in variational form can be expressed as

$$
\begin{equation*}
a^{(\beta)}(e, \psi)=(\digamma, \psi)+\varpi^{2}(\operatorname{curl}(\varepsilon \beta \operatorname{grad} \phi), \psi)+\varpi^{2}(\varepsilon \operatorname{grad} \phi, \psi) \tag{4.16}
\end{equation*}
$$

for all $\psi \in H_{0}(\operatorname{curl}, \mathcal{O})$. In the above problem, we have included the terms related to $U$ in the new source term $\digamma$ to ease notation.
STEP 6 The major technical problem we need to address is related to the coercivity of the bilinear form $a^{(\beta)}$. To resolve this difficulty we need to treat $a^{(\beta)}$ as the perturbation of a coercive form and then use the theory of Fredholm operators to show the existence of a solution (see Section A. 6 in Appendix A).

Consider the bilinear form

$$
\begin{equation*}
a_{+}^{(\beta)}(e, \psi):=(\alpha \operatorname{curl} e, \operatorname{curl} \psi)+\varpi^{2}(\varepsilon \beta \operatorname{curl} e, \psi)+\varpi^{2}(\varepsilon e, \psi), \tag{4.17}
\end{equation*}
$$

which by Assumption 4.2 .1 is a coercive continuous form on $H(\operatorname{curl}, \mathcal{O}) \times$ $H_{0}(\operatorname{curl}, \mathcal{O})$. Therefore, by the Lax-Milgram lemma, for any $\mathfrak{F} \in\left(H^{-1}(\mathcal{O})\right)^{3}$ the variational problem

$$
\begin{equation*}
a_{+}^{(\beta)}(e, \psi)=\langle\mathfrak{F}, \psi\rangle \tag{4.18}
\end{equation*}
$$

has a unique solution.
STEP 7 We will show that the variational problem (4.16) can be treated as a perturbation of the variational problem (4.18). We rewrite the variational problem (4.16) in terms of the bilinear form $a_{+}^{(\beta)}$ as

$$
\begin{align*}
& a_{+}^{(\beta)}(e, \psi)-\varpi^{2}(\operatorname{curl}(\varepsilon \beta e), \psi)-2 \varpi^{2}(\varepsilon \beta \operatorname{curl} e, \psi)-2 \varpi^{2}(\varepsilon e, \psi)= \\
& (\digamma, \psi)+\varpi^{2}(\operatorname{curl}(\varepsilon \beta \operatorname{grad} \phi), \psi)+\varpi^{2}(\varepsilon \operatorname{grad} \phi, \psi) \tag{4.19}
\end{align*}
$$

Define the function space $\mathcal{N}^{(\beta)}$ as

$$
\mathcal{N}^{(\beta)}=\left\{u \in H(\operatorname{curl}, \mathcal{O}):(\varepsilon \beta \operatorname{curl} u+\varepsilon u, \operatorname{grad} \xi)=0, \forall \xi \in H_{0}^{1}(\mathcal{O})\right\}(4.20)
$$

and the operator $\mathrm{K}:\left(L^{2}(\mathcal{O})\right)^{3} \rightarrow\left(L^{2}(\mathcal{O})\right)^{3}$ by $\mathrm{K} e:=\varphi$ where $\varphi$ is the solution of the variational problem

$$
\begin{equation*}
a_{+}^{(\beta)}(\varphi, \psi)=-\varpi^{2}\{(\operatorname{curl}(\varepsilon \beta e), \psi)+2(\varepsilon \beta \operatorname{curl} e, \psi)+2(\varepsilon e, \psi)\} \tag{4.21}
\end{equation*}
$$

for all $\psi \in \mathcal{N}^{(\beta)}$.

## Lemma 4.2.5 The operator K is compact.

Proof. First of all we notice that by the Lax-Milgram lemma, the operator K is well defined. Then we notice that if $e \in \mathcal{N}^{(\beta)}$, then $\mathrm{K} e \in \mathcal{N}^{(\beta)}$. This can be seen easily, formally at first, by taking the divergence of the above problem. We notice first that if $e \in \mathcal{N}^{(\beta)}$, then the divergence of the right-hand side vanishes. The divergence of the left-hand side equals $\operatorname{div}(\varepsilon K e+\varepsilon \beta \operatorname{curlK} e)$, so we conclude that $\mathrm{K} e \in \mathcal{N}^{(\beta)}$. By the regularity of the solution of (4.21) we see that for every $e \in H_{0}(\operatorname{curl}, \mathcal{O})$ and hence, the above formal argument becomes rigorous.

By Theorem 3.7.5 the embedding of $\mathcal{N}^{(\beta)}$ into $\left(L^{2}(\mathcal{O})\right)^{3}$ is compact ${ }^{4}$. By the properties of the solution of (4.21) the operator K maps bounded subsets of $\left(L^{2}(\mathcal{O})\right)^{3}$ into bounded subsets of $\mathcal{N}^{(\beta)}$; therefore, by the compactness of the embedding it follows that it maps bounded sets into precompact sets. Therefore the operator $K$ is compact.

STEP 8 We now define the map $\mathscr{G}$ as follows: given $\phi$, let $\mathscr{G} \phi$ be the solution of the variational system

$$
\begin{equation*}
a_{+}^{(\beta)}(\mathscr{G}, \psi)=(\digamma, \psi)+\varpi^{2}(\operatorname{curl}(\varepsilon \beta \operatorname{grad} \phi), \psi)+\varpi^{2}(\varepsilon \operatorname{grad} \phi, \psi) \tag{4.22}
\end{equation*}
$$

for all $\psi \in \mathcal{N}^{(\beta)}$. Again, by the coercivity of $a_{+}^{(\beta)}, \mathscr{G}$ is well defined by the Lax-Milgram lemma.
STEP 9 Combining (4.21) and (4.22), we see that we may rewrite (4.19) in the form

$$
a_{+}^{(\beta)}(e, \psi)+a_{+}^{(\beta)}(\mathrm{K} e, \psi)=a_{+}^{(\beta)}(\mathscr{G}, \psi), \quad \forall \psi \in H_{0}(\operatorname{curl}, \mathcal{O})
$$

and by the bilinear property of $a_{+}^{(\beta)}$ this is equivalent to the operator equation

$$
\begin{equation*}
(I+\mathrm{K}) e=\mathscr{G} \tag{4.23}
\end{equation*}
$$

Since K is a compact operator, this equation is solvable by the standard arguments of the Fredholm theory. According to the Fredholm alternative (see Section A. 6 in Appendix A), if the homogeneous equation $\mathrm{K} e=0$ has only the trivial solution, then for every $\mathscr{G}$ the inhomogeneous equation $(I+$ $\mathrm{K}) e=\mathscr{G}$ has a unique solution depending continuously on $\mathscr{G}$.

Thus the proof of Theorem 4.2.2 is complete.

[^37]Remark 4.2.6 In this section we have employed the Drude-Born-Fedorov constitutive relations (2.21). As we have mentioned, in the frequency domain, (2.21) are equivalent to the Tellegen constitutive relations (2.20). Let us consider the more general than (2.20) but of similar structure bianisotropic constitutive relations (2.16). Adopting, as usual, the time convention $e^{-i \varpi t}$, the Maxwell system (in six-vector notation) becomes

$$
\begin{equation*}
\mathrm{M} \widetilde{u}=\widetilde{\mathrm{A}_{\mathrm{or}}} \widetilde{u}+\mathrm{J}_{\mathrm{A}}, \tag{4.24}
\end{equation*}
$$

where $\widetilde{\mathrm{A}_{\text {or }}}$ is the matrix given in (2.17). Under Assumption 2.3.12, for a fixed frequency, the appropriate sesquilinear form is continuous, bounded and coercive (with suitable coercivity constants depending on $\mathcal{O}$ and on the $L^{\infty}$ norms of $\xi$ and $\zeta$ ) in $H(\operatorname{curl}, \mathcal{O})$. Hence the corresponding interior problem has a unique solution. Let us note that the coercivity proof ([261]) in this framework is simpler than the one presented in this section for the case when the Drude-Born-Fedorov constitutive relations (2.21) are considered.

Remark 4.2.7 In the paper of Ammari and Nédélec [11], the solvability result for the interior problem is proved in a slightly different way, using a mixed variational formulation ${ }^{5}$ and the generalisation of Babuška and Brezzi of the Lax-Milgram lemma (see Appendix A). To follow this line, we must rewrite the problem in a suitable weak form using properly selected bilinear forms. As before, we assume that $E$ has a decomposition in the form

$$
E=U+e+\operatorname{grad} \phi
$$

where $U \in\left(H^{1}(\mathcal{O})\right)^{3}$ and $n \times U=f$ for $x \in \partial \mathcal{O}, e \in H_{0}(\operatorname{curl}, \mathcal{O}) \cap H(\operatorname{div}, \mathcal{O})$ and $\phi \in H_{0}^{1}(\mathcal{O})$. In terms of the bilinear forms $a, b$ defined in (4.7) and (4.12), respectively, the boundary value problem (4.1) - (4.2) can be expressed in weak form using the mixed formulation

$$
\begin{aligned}
& a^{(\beta)}(e, w)+b^{(\beta)}(\phi, w)=a^{(\beta)}(U, w), \quad \forall w \in H_{0}(\operatorname{curl}, \mathcal{O}) \\
& b^{(\beta)}(\psi, e)=0 \quad \forall \psi \in H_{0}^{1}(\mathcal{O})
\end{aligned}
$$

The bilinear form $a^{(\beta)}$ satisfies a weaker coercivity property expressed by the inequality

$$
\left|a^{(\beta)}(e, e)\right| \geq C_{1}\|\operatorname{curle}\|_{\left(L^{2}(\mathcal{O})\right)^{3}}-C_{2}\|e\|_{\left(L^{2}(\mathcal{O})\right)^{3}}^{2}
$$

which holds for every $e$, for some positive constants $C_{1}, C_{2}$. Furthermore, $b$ satisfies the inequality

$$
\left|b^{(\beta)}(\psi, \operatorname{grad} \psi)\right| \geq C_{3}\|\psi\|_{\left(H_{0}^{1}(\mathcal{O})\right)^{3}}^{2}
$$

for every $\psi$, for some positive constant $C_{3}$, so that the Babuška-Brezzi infsup condition (see Appendix A, Section A.10) is satisfied for the linear form $b^{(\beta)}$. By compact embedding theorems we can see that the kernel of the form $b^{(\beta)}$ is compactly embedded ${ }^{6}$ in $\left(L^{2}(\mathcal{O})\right)^{3}$, so that $a^{(\beta)}$ is a compact

[^38]perturbation of a coercive form on the kernel of the form $b^{(\beta)}$. The BabuškaBrezzi generalisation ${ }^{7}$ of the Lax-Milgram lemma in conjunction with the Fredholm alternative ${ }^{8}$ yields the required result.

### 4.3 THE EIGENVALUE PROBLEM

We now make a few brief comments regarding the eigenvalue problem, i.e., finding $\varpi$ such that the problem

$$
\begin{align*}
& \operatorname{curl}(\alpha \operatorname{curl} E)-\varpi^{2}(\operatorname{curl}(\beta \varepsilon E)+\beta \varepsilon \operatorname{curl} E+\varepsilon E)=0, \text { in } \mathcal{O}, \\
& n \times E=0, \text { on } \partial \mathcal{O} \tag{4.25}
\end{align*}
$$

admits nontrivial solutions.
An equivalent formulation of (4.25) is as follows: Let $\mathrm{L}^{(\beta)}: H_{0}(\operatorname{curl}, \mathcal{O}) \rightarrow$ $\left(H^{-1}(\mathcal{O})\right)^{3}$ be the operator ${ }^{9}$ that acts on a vector field $v$ as

$$
\begin{equation*}
\mathrm{L}^{(\beta)} v:=\operatorname{curl}(\alpha \operatorname{curl} v)-\varpi^{2}(\operatorname{curl}(\beta \varepsilon v)+\beta \varepsilon \operatorname{curl} v+\varepsilon v) . \tag{4.26}
\end{equation*}
$$

In terms of this operator, problem (4.25) can be rewritten as

$$
\begin{equation*}
\mathrm{L}^{(\beta)} E=0 \tag{4.27}
\end{equation*}
$$

which in turn can be written as

$$
a^{(\beta)}\left(E, \psi ; \varpi^{2}\right)=0, \quad \forall \psi \in H_{0}(\operatorname{curl}, \mathcal{O})
$$

in terms of the bilinear form $a^{(\beta)}$ defined in (4.7).
REmark 4.3.1 In this section we deviate slightly from the notation of Section 4.2 by keeping explicitly $\varpi^{2}$ in the bilinear form, since we are interested in determining those values of $\varpi^{2}$ for which nontrivial solutions of the problem exist. The same applies to all the other bilinear forms, e.g., $a_{+}^{(\beta)}$ and $b^{(\beta)}$.

The full treatment of the spectral properties of the operator $L^{(\beta)}$ is a rather involved subject that falls outside the scope of the present work. We concentrate here on some specific results that will be useful in the development of the material in this chapter. For simplicity, we assume that $\beta$ is a non-negative constant. Since chirality effects are usually considered as small effects, we will assume that $\beta$ is small; therefore, we will adopt a perturbative approach to the eigenvalue problem.

We start by recalling a few facts concerning the operator $\mathrm{L}^{(0)}$. This corresponds to setting $\beta=0$ in the operator $\mathrm{L}^{(\beta)}$ defined in (4.26) and is in fact the interior achiral Maxwell operator, whose action on a vector field $v$ is given by

$$
\begin{equation*}
\mathrm{L}^{(0)} v=\operatorname{curl}\left(\mu^{-1} \operatorname{curl} v\right)-\varpi^{2} \varepsilon v \tag{4.28}
\end{equation*}
$$

[^39]Our presentation follows that of [324]. Retracing the steps in Section 4.2 (setting $\beta=0$ ) and invoking the Helmholtz decomposition ${ }^{10}$, we write any solution as $E=e+\operatorname{grad} \phi$ for $e \in \mathcal{N}^{(0)}$ and $\phi \in H_{0}^{1}(\mathcal{O})$, where $\mathcal{N}^{(0)}$ is the function space defined in (4.20) by setting $\beta=0$. This brings the problem into the variational form

$$
a^{(0)}\left(e, \psi ; \varpi^{2}\right)=0, \quad \forall \psi \in \mathcal{N}^{(0)}
$$

which, by choosing $\psi=e$, leads by a straightforward application of Friedrichs' inequality ${ }^{11}$ to the fact that $\varpi^{2}>0$.

We now rewrite the eigenvalue problem as

$$
a_{+}^{(0)}(e, \psi ; 1)=-b^{(0)}\left(e, \psi ; \varpi^{2}+1\right), \quad \forall \psi \in \mathcal{N}^{(0)}
$$

and define the operator $\mathrm{K}:\left(L^{2}(\mathcal{O})\right)^{3} \rightarrow\left(L^{2}(\mathcal{O})\right)^{3}$, which acts on a function $f$, giving the solution of the system

$$
a_{+}^{(0)}(\mathrm{K} f, \psi ; 1)=-b^{(0)}(f ; 1), \quad \forall \psi \in \mathcal{N}^{(0)}
$$

Similar arguments to the ones applied in the relevant discussion of Section 4.2 lead us to the result that the operator K is compact. Furthermore, using an equivalent norm of $\left(L^{2}(\mathcal{O})\right)^{3}$, weighted by $\varepsilon$, this operator becomes a self-adjoint operator.

In terms of the operator K , the eigenvalue problem assumes the form

$$
\mathrm{K} e=\frac{1}{1+\varpi^{2}} e
$$

and because of the properties of the operator K , the powerful results of the Hilbert-Schmidt theory (see Appendix A, Section A.6) apply, to yield the following:

THEOREM 4.3.2 Let $\beta=0$. There is an infinite discrete set of eigenvalues, $\varpi_{j}^{2}, j \in \mathbb{N}$, with the property $\lim _{j \rightarrow \infty} \varpi_{j}^{2}=\infty$.

We now consider the case where $\beta \neq 0$. The following result holds (see, e.g., [14]):

Lemma 4.3.3 There exist $\varpi>0$ and $\beta_{0}>0$ such that for any $\beta \in\left[0, \beta_{0}\right], 0$ is not an eigenvalue of $\mathrm{L}^{(\beta)}$ in $\mathcal{O}$ with the boundary condition $n \times \cdot=0$ on $\partial \mathcal{O}$.

Proof. It is straightforward to see that

$$
\begin{aligned}
& \left(\left(\mathrm{L}^{(\beta)}-\mathrm{L}^{(0)}\right) v, v\right)=-\beta^{2} \varpi^{2} \int_{\mathcal{O}} \mu|\operatorname{curl} v|^{2} d x \\
& -\beta \varpi^{2} \int_{\mathcal{O}} \varepsilon \operatorname{curl} v \cdot \bar{v} d x+\beta \varpi^{2} \int_{\mathcal{O}} \varepsilon v \operatorname{curl} \bar{v} d x
\end{aligned}
$$

[^40]from which it follows readily that
$$
\left|\left(\left(\mathrm{L}^{(\beta)}-\mathrm{L}^{(0)}\right) v, v\right)\right| \leq C\left(\beta+\beta^{2}\right)\|\operatorname{curl} v\|_{\left(L^{2}(\mathcal{O})\right)^{3}}+c \beta\|v\|_{\left(L^{2}(\mathcal{O})\right)^{3}}
$$
for appropriate constants $c, C$. Recalling the definition of the norm of the space $H_{0}(\operatorname{curl}, \mathcal{O})$ we see that the above estimate guarantees that the norm of the operator $\mathrm{L}^{(\beta)}-\mathrm{L}^{(0)}$ in $H_{0}(\operatorname{curl}, \mathcal{O})$ tends to 0 as $\beta \rightarrow 0$. The results for the eigenvalue problem for the nonchiral interior Maxwell operator $L^{(0)}$, in conjunction with the above observation, lead us to the stated result.

### 4.4 LOW CHIRALITY BEHAVIOUR

An interesting modelling question concerns the effect of chirality on the electromagnetic fields as predicted by the solutions of the Maxwell equation. In particular, if we assume that the chirality effects as modelled by the chirality parameter $\beta$ are considered to be extremely weak, do we recover the behaviour of the electromagnetic fields for the achiral medium? Mathematically, this corresponds to studying the limit of the solutions of the chiral problem, which of course depends on the value of the parameter $\beta$ as $\beta \rightarrow 0$, and finding out whether this limit coincides with the solution of the Maxwell equations for the achiral medium. In this section we formulate this problem and provide a positive answer to it. This problem has been studied for scattering problems in [14]; our approach is an adaptation of the methods of [14] for the interior problem. As in the previous section, we assume for simplicity that $\beta$ is a non-negative constant.

Consider the interior boundary value problem for the DBF-equations

$$
\begin{align*}
& \operatorname{curl} E^{(\beta)}=\beta \gamma^{2} E^{(\beta)}+i \frac{\varpi \mu}{1-\beta^{2} \varpi^{2} \varepsilon \mu} H^{(\beta)}  \tag{4.29}\\
& \operatorname{curl} H^{(\beta)}=\beta \gamma^{2} H^{(\beta)}-i \frac{\beta^{2}}{1-\beta^{2} \varpi^{2} \varepsilon \mu} E^{(\beta)}, \quad \text { in } \mathcal{O},
\end{align*}
$$

with the boundary condition

$$
\begin{equation*}
n \times E^{(\beta)}=f^{(\beta)}, \text { on } \partial \mathcal{O} \tag{4.30}
\end{equation*}
$$

where $f^{(\beta)} \in H^{-1 / 2}(\operatorname{div}, \partial \mathcal{O})$ is a known vector field. Let us denote the above problem (consisting of (4.29), (4.30)) by $\mathscr{P}^{(\beta)}$.

Consider, in addition, the interior boundary value problem for the Maxwell equation

$$
\begin{equation*}
\operatorname{curl}\left(\mu^{-1} \operatorname{curl} E^{(0)}\right)-\varpi^{2} \varepsilon E^{(0)}=0, \text { in } \mathcal{O} \tag{4.31}
\end{equation*}
$$

with boundary condition

$$
\begin{equation*}
n \times E^{(0)}=f^{(0)}, \text { on } \partial \mathcal{O} \tag{4.32}
\end{equation*}
$$

Let us denote the above problem (consisting of (4.31), (4.32)) by $\mathscr{P}^{(0)}$.
The question we want to address can now be expressed in the following way:

If we assume that $\lim _{\beta \rightarrow 0} f^{(\beta)}=f^{(0)}$, in $H^{-1 / 2}($ div, $\partial \mathcal{O})$, does the solution of problem $\mathscr{P}^{(\beta)}$ tend to the solution of $\mathscr{P}^{(0)}$ in some appropriate function space?

To answer this question we rewrite the problems $\mathscr{P}^{(\beta)}$ and $\mathscr{P}^{(0)}$ in terms of the electric field only. Then, using the interior DBF operator (defined in (4.26)), and the interior achiral Maxwell operator (defined in (4.28)) the chiral and achiral problem become

$$
\begin{equation*}
\mathrm{L}^{(\beta)} E^{(\beta)}=0 \tag{4.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{L}^{(0)} E^{(0)}=0 \tag{4.34}
\end{equation*}
$$

respectively. It is our aim to compare the solutions of problem (4.33) and (4.34) and to assess the effects of chirality on the electromagnetic field.

From (4.33) it follows that

$$
\begin{equation*}
\beta \operatorname{div}\left(\varepsilon \operatorname{curl} E^{(\beta)}\right)+\operatorname{div}\left(\varepsilon E^{(\beta)}\right)=0 . \tag{4.35}
\end{equation*}
$$

We now decompose the electric field $E^{(\beta)}$ as:

$$
E^{(\beta)}=e^{(\beta)}-v^{(\beta)}-\operatorname{grad} \phi^{(\beta)}
$$

where
(i) $e^{(\beta)}$ is such that

$$
\begin{aligned}
& \operatorname{div}\left(\varepsilon e^{(\beta)}\right)=0 \text { in } \mathcal{O}, \\
& n \times e^{(\beta)}=0 \text { on } \partial \mathcal{O}
\end{aligned}
$$

(ii) $\phi^{(\beta)}$ is a scalar function in $H_{0}^{1}(\mathcal{O})$ defined as the unique solution to the problem

$$
\begin{aligned}
& \operatorname{div}\left(\varepsilon \operatorname{grad} \phi^{(\beta)}\right)=\beta \operatorname{div}\left(\varepsilon \operatorname{curl} E^{(\beta)}\right) \text { in } \mathcal{O} \\
& \phi^{(\beta)}=0 \text { on } \partial \mathcal{O}
\end{aligned}
$$

(iii) $v^{(\beta)}$ is defined as the unique solution to the problem

$$
\begin{gathered}
\text { curl } \operatorname{curl} v^{(\beta)}+\varpi^{2} \varepsilon v^{(\beta)}=0 \text { in } \mathcal{O}, \\
n \times v^{(\beta)}=-f^{(\beta)} \text { on } \partial \mathcal{O} .
\end{gathered}
$$

$(i v) v^{(0)}$ is defined as the unique solution to the same problem that $v^{(\beta)}$ satisfies when $v^{(\beta)}, w^{(\beta)}$ and $f^{(\beta)}$ are, respectively, replaced by $v^{(0)}$, $w^{(0)}$ and $f^{(0)}$.

Regarding $v^{(\beta)}$ and $v^{(0)}$, we have the following lemma.
Lemma 4.4.1 There exists $\beta_{0}>0$ such that for $0<\beta \leq \beta_{0}$, we have the estimate

$$
\left\|v^{(\beta)}-v^{(0)}\right\|_{H(\operatorname{curl}, \mathcal{O})}^{2} \leq C\left\|f^{(\beta)}-f^{(0)}\right\|_{H^{-1 / 2}(\operatorname{div}, \partial \mathcal{O})}^{2}
$$

where the constant $C$ is independent of $\beta$.

Proof. Subtract the equations for $v^{(\beta)}$ and $v^{(0)}$ to obtain an equation for the difference $v^{\diamond}:=v^{(\beta)}-v^{(0)}$, of the form

$$
\begin{array}{r}
\text { curl curl } v^{\diamond}-\varepsilon v^{\diamond}=0, \quad x \in \mathcal{O} \\
n \times v^{\diamond}=-\left(f^{(\beta)}-f^{(0)}\right), \quad x \in \partial \mathcal{O}
\end{array}
$$

Using the variational formulation and the estimates for the solution from the Lax-Milgram lemma, we obtain the stated result.

The proof of the convergence of $E^{(\beta)}$ to $E^{(0)}$ as $\beta \rightarrow 0$ is performed in three steps.

LEmma 4.4.2 (STEP 1) There exists $\beta_{0}>0$ such that the estimate

$$
\left\|E^{(\beta)}\right\|_{H(\operatorname{curl}, \mathcal{O})} \leq C
$$

holds for any $0<\beta<\beta_{0}$, where the constant $C$ is independent of $\beta$ and $E^{(\beta)}$ is the unique solution of $\mathscr{P}^{(\beta)}$.

Proof. (Sketch) The proof can be obtained following the steps in [14], where a more complicated problem is treated. First, observe that equation (4.33) can be expressed in terms of the bilinear form $a$ (defined in (4.7)), but now taking into account that $\beta$ is a constant). Using this equation, we obtain the identity (expressed in terms of $a$ )

$$
a\left(E^{(\beta)}+v^{(\beta)}, E^{(\beta)}+v^{(\beta)}\right)=a\left(v^{(\beta)}, E^{(\beta)}+v^{(\beta)}\right)
$$

We now apply the elementary algebraic inequality

$$
s_{1} s_{2} \leq \rho s_{1}^{2}+\rho^{-1} s_{2}^{2}, \text { for } s_{1}, s_{2} \in \mathbb{R} \text { and any } \rho>0
$$

to the above identity twice to obtain

$$
\left\|\operatorname{curl}\left(E^{(\beta)}+v^{(\beta)}\right)\right\|_{\left(L^{2}(\mathcal{O})\right)^{3}} \leq C\left\|E^{(\beta)}+v^{(\beta)}\right\|_{\left(L^{2}(\mathcal{O})\right)^{3}}+c\left\|v^{(\beta)}\right\|_{H(\operatorname{curl}, \mathcal{O})}
$$

for suitable constants $c, C$. The second term on the right-hand side of the above estimate is uniformly bounded with respect to $\beta$ by Lemma 4.4.1. It remains to show that the first term enjoys the same property. This claim can be proved using reductio ad absurdum: consider a sequence $\beta_{n} \rightarrow 0$, and let $r_{n}:=\frac{E^{\left(\beta_{n}\right)}+v^{\left(\beta_{n}\right)}}{\left\|E^{\left(\beta_{n}\right)}+v^{\left(\beta_{n}\right)}\right\|}$, where $\|\cdot\|$ is the $\left(L^{2}(\mathcal{O})\right)^{3}$-norm, and assume the contrary, i.e., the existence of an unbounded subsequence of $r_{n}$. Using the same notation for the unbounded subsequence, we observe that $r_{n}$ satisfies the equation

$$
a\left(r_{n}, \psi\right)=\frac{1}{\left\|E^{\left(\beta_{n}\right)}+v^{\left(\beta_{n}\right)}\right\|_{\left(L^{2}(\mathcal{O})\right)^{3}}} a\left(v^{\left(\beta_{n}\right)}, \psi\right), \quad \forall \psi \in H_{0}(\operatorname{curl}, \mathcal{O})
$$

Therefore, $r_{n}$ solves the nonhomogeneous interior chiral Maxwell problem with the nonhomogeneous term $v^{\left(\beta_{n}\right)}$, and by the unique solvability of this problem we see that since $\left\|E^{\left(\beta_{n}\right)}+v^{\left(\beta_{n}\right)}\right\|_{\left(L^{2}(\mathcal{O})\right)^{3}} \rightarrow \infty, r_{n} \rightarrow 0$ in $H$ (curl, $\mathcal{O}$ ), at least up to a subsequence. By the regularity assumption on $\varepsilon, \operatorname{div}\left(\varepsilon r_{n}\right)$ is uniformly bounded in $\left(L^{2}(\mathcal{O})\right)^{3}$ with respect to $n$. By Theorem 3.7.5 (iii) we deduce that $r_{n} \rightarrow 0$ in $\left(L^{2}(\mathcal{O})\right)^{3}$, which is of course a contradiction of $\left\|r_{n}\right\|=1$.

LEmma 4.4.3 (STEP 2) The unique solution $\phi^{(\beta)}$ of the problem

$$
\operatorname{div}\left(\varepsilon \operatorname{grad} \phi^{(\beta)}\right)=\beta \operatorname{div}\left(\varepsilon \operatorname{curl} E^{(\beta)}\right) \text { in } \mathcal{O}
$$

$\phi^{(\beta)}=0$ on $\partial \mathcal{O}$
converges to zero, $H_{0}^{1}(\mathcal{O})$-strongly. Furthermore, there exists $\beta_{0}>0$ such that we have

$$
\left\|\phi^{(\beta)}\right\|_{H^{1}(\mathcal{O})} \leq C \beta
$$

for any $0<\beta<\beta_{0}$, where the constant $C$ is independent of $\beta$.
Proof. The proof follows by multiplying div $\left(\varepsilon \operatorname{grad} \phi^{(\beta)}\right)=\beta \operatorname{div}\left(\varepsilon \operatorname{curl} E^{(\beta)}\right)$ by $\overline{\phi^{(\beta)}}$, then integrating by parts over $\mathcal{O}$ and employing Lemma 4.4.2.

Lemma 4.4.4 (STEP 3) $e^{(\beta)} \rightarrow E^{(0)}+v^{(0)}$ in $H(\operatorname{curl}, \mathcal{O})$, and the rate of convergence is $O(\beta)$.
Proof. It is convenient to further decompose $e^{(\beta)} \in H(\operatorname{curl}, \mathcal{O})$ as

$$
\begin{equation*}
e^{(\beta)}=z^{(\beta)}+\operatorname{grad} \varphi^{(\beta)} \tag{4.36}
\end{equation*}
$$

where $z^{(\beta)} \in H(\operatorname{curl}, \mathcal{O})$ satisfies

$$
\begin{equation*}
\operatorname{div}\left(\varepsilon z^{(\beta)}\right)=0 \text { in } \mathcal{O}, z^{(\beta)} \times n=0 \text { on } \partial \mathcal{O} \tag{4.37}
\end{equation*}
$$

while $\varphi^{(\beta)} \in H_{0}^{1}(\mathcal{O})$.
Using the decomposition $E^{(\beta)}=e^{(\beta)}-v^{(\beta)}-\operatorname{grad} \phi^{(\beta)}$ for $e^{(\beta)}$ in (4.33), multiplying the arising equation by a test field in $H_{0}(\operatorname{curl}, \mathcal{O})$, and integrating over $\mathcal{O}$, we can obtain a variational formulation for (4.33) as

$$
\begin{align*}
& a^{(\beta)}\left(z^{(\beta)}, v\right)+b^{(\beta)}\left(v, \varphi^{(\beta)}\right)=-a^{(\beta)}\left(v^{(\beta)}+\operatorname{grad} \phi^{(\beta)}, v\right), \\
& b^{(0)}\left(z^{(\beta)}, \psi\right)=0, \tag{4.38}
\end{align*}
$$

for all $(v, \psi) \in H_{0}(\operatorname{curl}, \mathcal{O}) \times H_{0}^{1}(\mathcal{O})$, where we use the forms $a^{(\beta)}, b^{(\beta)}$ (see Remark 4.2.7). Note that the second equation is the weak form of the identity (4.37). Further, we introduce $\left(z^{(0)}, \varphi^{(0)}\right) \in H_{0}(\operatorname{curl}, \mathcal{O}) \times H_{0}^{1}(\mathcal{O})$ as the unique solution of the variational problem

$$
\begin{align*}
& a^{(0)}\left(z^{(0)}, v\right)+b^{(0)}\left(v, \varphi^{(0)}\right)=-a^{(0)}\left(v^{(0)}, v\right), \\
& b^{(0)}\left(z^{(0)}, \psi\right)=0, \tag{4.39}
\end{align*}
$$

for all $(v, \psi) \in H_{0}(\operatorname{curl}, \mathcal{O}) \times H_{0}^{1}(\mathcal{O})$. It is known that the variational system (4.39) is a saddle point formulation of the interior boundary value problem for the Maxwell equations $\mathscr{P}^{(0)}$. The form $b^{(0)}$ satisfies the inf-sup condition ${ }^{12}$, and $a^{(0)}$ is a compact perturbation of the coercive form $a_{+}^{(0)}$ on the kernel $\mathcal{N}^{(0)}$ of $b^{(0)}$ given by

$$
\mathcal{N}^{(0)}=\{v \in H(\operatorname{curl}, \mathcal{O}): \operatorname{div}(\varepsilon v)=0 \text { in } \mathcal{O}, v \times n=0 \text { on } \partial \mathcal{O}\},
$$

which is compactly embedded ${ }^{13}$ in $\left(L^{2}(\mathcal{O})\right)^{3}$.
A lengthy procedure (the details can be found in [14]) based on steps 1,2 and 3 above leads to the desired result.

[^41]THEOREM 4.4.5 Let $E^{(\beta)}$ and $E^{(0)}$ be the solutions of problems $\mathscr{P}^{(\beta)}$ and $\mathscr{P}^{(0)}$, respectively. There exists $\beta_{0}>0$ such that for $0<\beta \leq \beta_{0}$, the following estimate holds:

$$
\left\|E^{(\beta)}-E^{(0)}\right\|_{H(\operatorname{curl}, \mathcal{O})} \leq C_{1} \beta+C_{2}\left\|f^{(\beta)}-f^{(0)}\right\|_{H^{-1 / 2}(\operatorname{div}, \partial \mathcal{O})}
$$

where the two strictly positive constants $C_{1}$ and $C_{2}$ are independent of $\beta$.
Proof. (Sketch) Define $z^{\diamond}:=z^{(\beta)}-z^{(0)}, \varphi^{\diamond}:=\varphi^{(\beta)}-\varphi^{(0)}$ as the differences between components of the two solutions and $a^{\diamond}=a^{(\beta)}-a^{(0)}, b^{\diamond}=b^{(\beta)}-b^{(0)}$ as the differences between the forms. Let

$$
\mathscr{R}:=a^{(0)}\left(v^{(0)}, v\right)-a^{(\beta)}\left(v^{(\beta)}+\operatorname{grad} \phi^{(\beta)}, v\right)+a^{\diamond}\left(z^{(\beta)}, v\right)+b^{\diamond}\left(v, \varphi^{(\beta)}\right)
$$

Straightforward algebraic manipulations show that $z^{\diamond}, \varphi^{\diamond}$ satisfy the mixed problem

$$
\begin{align*}
& a^{(0)}\left(v^{\diamond}, v\right)+b^{(0)}\left(v, \varphi^{\diamond}\right)=\mathscr{R}  \tag{4.40}\\
& b^{(0)}\left(z^{\diamond}, \psi\right)=0
\end{align*}
$$

for all $(v, \psi) \in H_{0}(\operatorname{curl}, \mathcal{O}) \times H_{0}^{1}(\mathcal{O})$. Lemmata 4.4.2 and 4.4.3 guarantee that $z^{(\beta)}$ and $\varphi^{(\beta)}$ are uniformly bounded in $\beta$, and this gives us an estimate of the order of magnitude of the right-hand side of the first equation of (4.40) in terms of $\beta$ and $\left\|v^{(\beta)}-v^{(0)}\right\|_{H(\operatorname{curl}, \mathcal{O})}$. Based on Lax-Milgram estimates for the variational systems for the forms $a^{(0)}, b^{(0)}$, we obtain similar estimates for $z^{\diamond}$. Then the proof of the theorem is concluded using reductio ad absurdum as before, i.e.; assume that the conclusion does not hold and $\left\|z^{\diamond}\right\|_{H(\operatorname{curl}, \mathcal{O})}$ is not $O\left(\beta+\left\|v^{(\beta)}-v^{(0)}\right\|_{H(\operatorname{curl}, \mathcal{O})}\right)$ and has a subsequence converging to $\infty$ as $\beta \rightarrow 0$. Then the $H(\operatorname{curl}, \mathcal{O})$-normalised sequences $z^{\diamond} /\left\|z^{\diamond}\right\|, \varphi^{\diamond} /\left\|\varphi^{\diamond}\right\|$ satisfy variational problems the solutions of which guarantee that they are uniformly bounded in $\beta$, which in turn guarantees that $\left(\frac{z^{\diamond}}{\left\|z^{\diamond}\right\|}, \frac{\varphi^{\diamond}}{\left\|\varphi^{\diamond}\right\|}\right) \rightharpoonup\left(z_{*}^{\diamond}, \varphi_{*}^{\diamond}\right)$ in $H(\operatorname{curl}, \mathcal{O}) \times H^{1}(\mathcal{O})$. The limit solves the homogeneous Maxwell problem for $\beta=0$, and by the uniqueness of this problem, it is identified with $(0,0)$. Finally, as above, we exploit the compact embedding of $\mathcal{N}^{(0)}$ in $\left(L^{2}(\mathcal{O})\right)^{3}$ to pass from weak to strong convergence.

### 4.5 COMMENTS ON EXTERIOR DOMAIN PROBLEMS

Throughout this section we consider that Assumption 4.2.1 holds appropriately modified for $\mathcal{O}_{e}$. The solvability of the exterior problem is settled by the following result.

Theorem 4.5.1 The exterior chiral problem admits a unique solution.
This theorem can be established by two different approaches, sketched below.

## $\triangleright$ Approach based on the Calderón operator

Consider an exterior domain $\mathcal{O}_{e}$ with boundary $\partial \mathcal{O}_{e}$. Using the DBF constitutive relations, we see that the electromagnetic fields satisfy the Maxwell equations in the form

$$
\begin{align*}
& \operatorname{curl} E=\beta \gamma^{2} E+i \varpi \mu\left(\frac{\gamma}{k}\right)^{2} H, \quad \text { in } \mathcal{O}_{e},  \tag{4.41}\\
& \operatorname{curl} H=\beta \gamma^{2} H-i \varpi \varepsilon\left(\frac{\gamma}{k}\right)^{2} E,
\end{align*}
$$

with boundary condition

$$
n \times E=f, \text { on } \partial \mathcal{O}_{e}
$$

and with one of the two Silver-Müller radiation conditions (written in terms of $E-E^{\mathrm{inc}}$ and $H-H^{\mathrm{inc}}$, where $E^{\mathrm{inc}}, H^{\mathrm{inc}}$ are known fields). Noting that since from the Maxwell equations, $H$ can be expressed in terms of curl $E$, the radiation condition may be re-expressed as
$\left|\widehat{x} \times \operatorname{curl}\left(E-E^{\mathrm{inc}}\right)(x)-\beta \gamma^{2} \widehat{x} \times\left(E-E^{\mathrm{inc}}\right)(x)+\mathrm{i} \frac{\gamma^{2}}{k}\left(E-E^{\mathrm{inc}}\right)(x)\right| \leq \frac{C}{|x|^{2}}$,
as $|x| \rightarrow \infty$ uniformly in all directions $\widehat{x}$. Furthermore, without loss of generality we will assume $f=0$; if $f \neq 0$ we may always incorporate it in the nonhomogeneous part of the boundary condition at infinity by a simple reformulation of the problem.

Working in a similar manner as for the interior problem, we may eliminate $H$ from the above equations and obtain an equation for $E$ only, of the form

$$
\begin{equation*}
\mathrm{L}^{(\beta)} E=0 \tag{4.42}
\end{equation*}
$$

with the above boundary condition on $\partial \mathcal{O}_{e}$ and at infinity.
Equation (4.42) can be treated by considering a sequence of approximate problems. Let $\mathcal{O}_{R}:=\mathcal{O}_{e} \cap B_{R}$, where $B_{R}$ is a ball of radius $R$ centred at the origin. To obtain a variational formulation of this problem we take the dot product with a test function $\psi$ and integrate over the whole domain using the integration by parts formula to obtain

$$
\begin{equation*}
a^{(\beta)}(E, \psi)=(n \times(\alpha \operatorname{curl} E),(n \times \psi) \times \psi)_{\partial \mathcal{O}_{R}} \tag{4.43}
\end{equation*}
$$

where $a^{(\beta)}$ is the bilinear form introduced in equation (4.7), and by $(\cdot, \cdot)_{\partial \mathcal{O}_{R}}$ we denote the $L^{2}$ inner product on the surface $\partial \mathcal{O}_{R}$.

The boundary $\partial \mathcal{O}_{R}$ consists of two components: $\partial \mathcal{O}$ and the surface of the sphere $B_{R}$, denoted by $S_{R}$ hereafter. We may consider test functions $\psi$ vanishing on $\partial \mathcal{O}$, and this leaves us with the problem of connecting $n \times \operatorname{curl} E$ (or $n \times H$ ) on $S_{R}$, with $E$ in $\mathcal{O}_{R}$. This can be accomplished, for instance, by the use of the exterior Calderón operator (or boundary component, or admittance operator); for the Maxwell equations this is the analogue of the celebrated Dirichlet-to-Neumann map (for details on the Calderón operator, see, e.g., [91], [106], [132], [324], [334]). Let us recall here the definition and main properties of the exterior ${ }^{14}$ Calderón operator.

[^42]Consider the following auxiliary exterior boundary value problem: let $\varepsilon_{0}, \mu_{0}$ be, respectively, the permittivity and permeability of the free space. Let $m$ be a fixed vector in $H^{-1 / 2}(\operatorname{div}, \partial \mathcal{O}) ; m$ can be interpreted as a magnetic current density. We want to find $\left(E^{\mathrm{e}}, H^{\mathrm{e}}\right) \in H_{l o c}\left(\operatorname{curl}, \overline{\mathcal{O}_{e}}\right) \times$ $H_{l o c}\left(\operatorname{curl}, \overline{\mathcal{O}_{e}}\right)$ satisfying the equations

$$
\operatorname{curl} E^{\mathrm{e}}(x)=i \varpi \mu_{0} H^{\mathrm{e}}(x), \operatorname{curl} H^{\mathrm{e}}(x)=-i \varpi \varepsilon_{0} E^{\mathrm{e}}(x), x \in \mathcal{O}_{e}
$$

the boundary condition

$$
\gamma_{\tau}^{+}\left(E^{\mathrm{e}}\right)=m, \text { on } \partial \mathcal{O},
$$

and one of the Silver-Müller radiation conditions (2.40) or (2.41), as $|x| \rightarrow \infty$ uniformly over all directions $x /|x|$. Here $\gamma_{\tau}^{+}$denotes the trace operator (see Chapter 3) from the exterior of $\partial \mathcal{O}$. It is known ([91], [324]) that this achiral problem has a unique solution.

Definition 4.5.2 Let $E^{\mathrm{e}}, H^{\mathrm{e}}, m$ be as above. Then the exterior Calderón operator is defined as
$\mathcal{C}^{e}: H^{-1 / 2}(\operatorname{div}, \partial \mathcal{O}) \rightarrow H^{-1 / 2}(\operatorname{div}, \partial \mathcal{O}), m=n \times E^{\mathrm{e}} \mapsto \gamma_{\tau}^{+}\left(H^{\mathrm{e}}\right)=n \times H^{\mathrm{e}}$.
Theorem 4.5.3 ([91]) The exterior Calderón operator has the following properties:
(i) $\mathcal{C}^{e}$ is an isomorphism in $H^{-1 / 2}(\operatorname{div}, \partial \mathcal{O})$, with $\left(\mathcal{C}^{e}\right)^{2}=-I$.
(ii) $\mathcal{C}^{e}$ is an isomorphism in $H^{1 / 2}(\operatorname{div}, \partial \mathcal{O})$ if $\partial \mathcal{O}$ is $C^{\infty}$.
(iii) $\operatorname{Re} \int_{\partial \mathcal{O}}\left(\mathcal{C}^{e} m\right) \cdot(n \times \bar{m}) d s>0$, for all $m \in H^{-1 / 2}(\operatorname{div}, \partial \mathcal{O}), m \neq 0$.
(v) $\mathcal{C}^{e}$ is independent of the material properties inside $\mathcal{O}$.

Finally, let us define the chiral exterior Calderón operator as

$$
\mathcal{C}_{\beta}^{e}=i \varpi \mu\left(1-\varpi^{2} \varepsilon \mu \beta^{2}\right)\left[\mathcal{C}^{e}-i \varpi \varepsilon \beta \gamma_{\tau}^{+}\right] .
$$

The variational problem (4.43) thus becomes

$$
a^{(\beta)}(E, \psi)=\left\langle n \times \mathcal{C}_{\beta}^{e}\left(E-E^{\mathrm{inc}}\right),(n \times \psi) \times n\right\rangle_{\partial \mathcal{O}_{R}}
$$

Using a generalisation of the variational analysis of Section 4.2, we can show the unique solvability of this problem; see also [11], [12] for a similar approach.

## $\triangleright$ A Boundary integral operators approach

An alternative approach would be to reformulate the problem in terms of boundary integral equations. These equations are in general complicated, and may simplify if the boundary data assume special forms. One such case is when $\left(E^{\mathrm{inc}}, H^{\mathrm{inc}}\right)$ is assumed to be a known incident electromagnetic wave. This important case corresponds to the scattering problem that will be
considered in detail in the next two chapters. One way to tackle this problem is to express the fields as a solution of the boundary integral equation
$\binom{E}{H}=\binom{E^{\mathrm{inc}}}{H^{\mathrm{inc}}}+\operatorname{curl} \mathrm{K}_{1}\binom{n \times H}{n \times H}+\operatorname{grad} \mathrm{K}_{2}\binom{n \times H}{n \times H}+\mathrm{K}_{3}\binom{n \times H}{n \times H}$,
where $\mathrm{K}_{j}, j=1,2,3$ are appropriate (matrix) boundary integral operators, the exact form of which for the general case of spatially dependent coefficients can be found in, e.g., [10]. For the special case of constant coefficients, explicit forms for the above operators are given in Chapter 5. Using this integral equation, the problem is once more brought into variational form, which may be treated using the Lax-Milgram lemma and its generalisations.

Let us note that the low chirality behaviour of the solution of the exterior problem can also be studied and leads to similar results as for the interior problem (for details, one can consult [12]).

A detailed study of the exterior problem for the achiral Maxwell equations in the space of bounded energy solutions (which, quoting Nédélec, is the "poorest" space where the exterior problem has a unique solution) can be found in the monograph [334].

### 4.6 TOWARDS NUMERICS

The variational formulation presented in this chapter for the study of the problem of well posedness of the Maxwell equations may form the basis for the numerical treatment of such problems. Since numerical approximations of the solutions are essentially discretisations of the original problem and may present discontinuities in the derivatives, we may no longer consider them classical solutions of the equations; therefore, the (weak) variational treatment is called for.

### 4.6.1 Discretised version of Lax-Milgram lemma

The starting point for numerical analysis is the weak formulation of the problem as

$$
a(u, v)=\langle f, v\rangle
$$

where $a$ is a bilinear continuous and coercive form $a: \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{C}$ and $\mathbb{H}$ is an appropriate Hilbert space and $\langle\cdot, \cdot\rangle$ denotes the duality pairing between $\mathbb{H}^{\prime}$ and $\mathbb{H}$. The existence of solutions is guaranteed by the Lax-Milgram lemma. The numerical approximation consists in working with this problem using a finite-dimensional subspace, $V_{h} \subset \mathbb{H}$. We will return to this point in more detail; however, for the time being consider the finite-dimensional subspace $V_{h}$ as containing discretisations of the functions in $\mathbb{H}$ and, as $h \rightarrow 0$, the functions in $V_{h}$ approximate the functions in $\mathbb{H}$ as closely as possible. Since $V_{h} \subset \mathbb{H}$, we consider the variational problem

$$
a\left(u_{h}, v_{h}\right)=\left\langle f, v_{h}\right\rangle, \quad \forall v_{h} \in V_{h},
$$

which has a unique solution, $u_{h} \in V_{h}$, by arguments similar to the ones employed in the Lax-Milgram lemma. In fact, the finite-dimensional (or discrete) version of this result is known as Céa's lemma and provides the simplest convergence estimate for the discretised problem to the original problem in terms of

$$
\left\|u-u_{h}\right\|_{\mathbb{H}} \leq C \inf _{v_{h} \in V_{h}}\left\|u-v_{h}\right\|_{\mathbb{H}}
$$

(see, e.g., [324]). Céa's lemma provides a quasi-optimal error estimate, since the error is (up to the constant $C$ ) the best approximation error of $u$ by an element of the finite-dimensional subspace $V_{h}$.

### 4.6.2 Discretised version of mixed variational problems

The discretised version of the Lax-Milgram lemma has a generalised version (see Appendix A, Section A.10) that allows for the numerical treatment of the mixed variational problems. This has the advantage of allowing the relaxation of the various coercivity assumptions. Assume that $V_{h} \subset \mathbb{H}$ and $S_{h} \subset \mathbb{S}$ are two finite-dimensional subspaces of the Hilbert spaces $\mathbb{H}$, $\mathbb{S}$, and consider the mixed variational problem:
Given $f \in \mathbb{H}^{\prime}$ and $g \in \mathbb{S}^{\prime}$, find $u \in \mathbb{H}$ and $p \in \mathbb{S}$ such that

$$
\begin{align*}
& a(u, \phi)+b(\phi, p)=\langle f, \phi\rangle, \quad \forall \phi \in \mathbb{H}, \\
& b(u, \psi)=\langle g, \psi\rangle, \quad \forall \psi \in \mathbb{S} . \tag{4.44}
\end{align*}
$$

The discretised version of this problem is:
Given $f \in \mathbb{H}^{\prime}$ and $g \in \mathbb{S}^{\prime}$, find $u \in \mathbb{H}$ and $p \in \mathbb{S}$ such that

$$
\begin{align*}
& a\left(u_{h}, \phi_{h}\right)+b\left(\phi_{h}, p_{h}\right)=\left\langle f, \phi_{h}\right\rangle, \quad \forall \phi \in V_{h}, \\
& b\left(u_{h}, \psi_{h}\right)=\left\langle g, \psi_{h}\right\rangle, \quad \forall \psi_{h} \in S_{h} . \tag{4.45}
\end{align*}
$$

Assuming that $a$ is uniformly coercive on a subset of $V_{h} \times V_{h}$,

$$
\mid a\left(u_{h}, u_{h} \mid \geq C_{1}\left\|u_{h}\right\|_{\mathbb{H}}^{2}, \quad \forall u_{h} \in \mathcal{Z}_{h}\right.
$$

where $\mathcal{Z}_{h}=\left\{u_{h} \in V_{h}, b\left(u_{h}, w_{h}\right)=0, \forall w_{h} \in S_{h}\right\}$, and that a discrete Babuška-Brezzi condition,

$$
\sup _{\phi_{h} \in V_{h}} \frac{\left|b\left(\phi_{h}, p_{h}\right)\right|}{\left\|\phi_{h}\right\|_{\mathbb{H}}} \geq C_{2}\left\|p_{h}\right\|_{\mathcal{S}}
$$

is satisfied, then as long as there exists a $u_{h} \in V_{h}$ such that $b\left(u_{h}, \psi_{h}\right)=$ $\left\langle g, \psi_{h}\right\rangle$ for all $\psi_{h} \in S_{h}$, the discretised mixed variational problem (4.45) admits a unique solution. Furthermore, one may obtain error estimates for the discretised problem in a form similar to that obtained by Céa's lemma,

$$
\left\|u-u_{h}\right\|_{\mathbb{H}} \leq C\left\{\inf _{v_{h} \in \mathcal{Z}_{h}(g)}\left\|u-v_{h}\right\|_{\mathbb{H}}+\inf _{q_{h} \in S_{h}}\left\|p-q_{h}\right\|_{\mathbb{S}}\right\}
$$

where

$$
\mathcal{Z}_{h}(g)=\left\{u_{h} \in V_{h},: b\left(u_{h}, \psi_{h}\right)=\left\langle g, \psi_{h}\right\rangle, \forall \psi_{h} \in S_{h}\right\} .
$$

### 4.6.3 Discretisation of integral equations

Furthermore, the compact integral equation

$$
(I+\mathrm{K}) u=\mathscr{G}
$$

has a discretisation as

$$
\left(I+\mathrm{K}_{h}\right) u_{h}=\mathscr{G}_{h},
$$

which has a unique solution and admits the error estimate

$$
\left\|u-u_{h}\right\|_{\mathbb{H}} \leq C\left\{\left\|\mathscr{G}-\mathscr{G}_{h}\right\|_{\mathbb{H}}+\left\|\left(\mathrm{K}-\mathrm{K}_{h}\right) u\right\|_{\mathbb{H}}\right\}
$$

as long as $\left\{\mathrm{K}_{h}\right\}$ is a collectively compact set ${ }^{15}$ of bounded operators converging uniformly on K (see, e.g., [324]).

### 4.6.4 Finite elements

Having settled the point of the convergence of discretised versions of variational and integral equation problems on their continuous versions, it is important to consider next the nature of the finite-dimensional spaces $V_{h}$. One choice is to use as $V_{h}=: V_{n}$ the span of an increasing number of linearly independent functions $\left\{\phi_{m} \in \mathbb{H}, m=1, \cdots, n\right\}$. Then as $n \rightarrow \infty$ the sequence of spaces $V_{n}$ approximates $\mathbb{H}$. This approach corresponds to the Galerkin expansion, which will be treated in detail in later chapters. Another choice is the one corresponding to finite element methods. This choice is often very useful for the numerical treatment of the Maxwell equations in domains with complicated geometries, which arise often in applications. We choose to present it very briefly here, as the numerical analysis of the Maxwell equations is not among the goals of this book. The interested reader is referred to the excellent books of Bossavit [68] and Monk [324].

A finite element approximation consists of breaking up the domain $\mathcal{O}$ into the union of a finite number of simplices, and then approximating the fields with polynomials on the approximation of the domain. A finite element space consists then of the triplet $\left(K, P_{K}, \Sigma_{K}\right)$, where $K \subset \mathcal{O}$ is the simplex approximation of the domain (in dimension 3 the simplices are tetrahedra), $P_{K}$ is a set of polynomials, and $\Sigma_{K}$ is a set of linear functionals on $P_{K}$ $\left(\Sigma_{K}: P_{K} \rightarrow \mathbb{R}\right)$, which is needed for assessing the properties of the functions in $P_{K}$ on various points of the domain, or quantities such as the mean value, etc. For instance, a class of elements of $\Sigma_{K}$ may be $\ell_{i}: P_{K} \rightarrow \mathbb{R}$, defined by $\ell_{i}(u)=u\left(k_{i}\right)$ for any $u \in P_{K}$, and a (prescribed) number of points $k_{i} \in K \subset \mathcal{O}$. In practice, these functionals may be considered as providing the value of the function $u$ at prescribed (mesh) points $\left\{k_{i}\right\}, k_{i} \in K \subset \mathcal{O}$, $i=1, \cdots, n$. The value of the function $u$ at intermediate points of $\mathcal{O}$ may be provided by an interpolant (see, e.g., [324]).

[^43]The numerical treatment of the Maxwell equations requires finite element approximations of the space $H(\operatorname{curl}, \mathcal{O})$, which is the natural functional setting for the variational treatment of such problems. This requires the socalled curl-conforming edge elements proposed by Nédélec [335]. The definition of this set requires the definition of a subspace of homogeneous vector polynomials of degree $k, \mathcal{S}_{k}=\left\{\pi \in\left(\widetilde{P}_{k}\right)^{3},: x \cdot \pi(x)=0\right\}$, where by $\widetilde{P}_{k}$ we denote the set of polynomials of degree exactly $k$. We then define the space

$$
\begin{equation*}
R_{k}=\left(P_{k-1}\right)^{3} \oplus \mathcal{S}_{k} \tag{4.46}
\end{equation*}
$$

where $P_{k-1}$ is the set of polynomials of order at most $k-1$. This is a space of vector polynomials of dimension $\operatorname{dim}\left(R_{k}\right)=\frac{1}{2} k(k+2)(k+3)$.

We have the following definition ([324], Definition 5.30).
Definition 4.6.1 The space of curl-conforming finite elements is defined as the triplet $\left(K, R_{k}, \Sigma_{K}\right)$, where $K$ is the reference tetrahedron, $R_{k}$ is the space of vector polynomial functions defined in (4.46), and $\Sigma_{K}$ is the space of linear functionals on $R_{k}$, associated with
(i) integrals of the fields along the edges of the element $\int_{\wp} u \cdot \hat{e} q d s$, where $\wp$ is an edge of $K$, $\hat{e}$ is the unit vector in the direction of $\wp$, and $q \in P_{k-1}(\wp)$,
(ii) integrals of the fields on the faces of the elements $\int_{F} u \cdot q d \sigma$, where $F$ is a face of $K, q \in\left(P_{k-2}(F)\right)^{3}$, and $q \cdot n=0$,
(iii) volume integrals of the fields, $\int_{K} u \cdot q d V, q \in\left(P_{k-3}(K)\right)^{3}$.

The following theorem ([324], Theorem 5.37) guarantees that the finite elements defined in Definition 4.6 .1 provide a good approximation of the elements of $H(\operatorname{curl}, \mathcal{O})$ :

Theorem 4.6.2 The finite element defined in Definition 4.6.1 is
(i) $H$ (curl, $\mathcal{O}$ )-conforming, i.e., the global finite element space is a subspace of $H(\operatorname{curl}, \mathcal{O})$, and
(ii) unisolvent, in the sense that specifying a value for each of the functionals in $\Sigma_{K}$ uniquely determines a function in $P_{K}$.

Even though the approximating functions, being polynomials, possess high regularity in each constituent component of $\mathcal{O}$, in the whole of $\mathcal{O}$ these functions are less regular, and this is the regularity described by the term "global", in the above theorem.

The space $V_{h}$ can then be defined as

$$
V_{h}=\left\{u \in H(\operatorname{curl}, \mathcal{O}):\left.u\right|_{K} \in R_{k} \forall K \in \tau_{h}\right\}
$$

where $\tau_{h}$ is a mesh approximating $\mathcal{O}$.

### 4.6.5 Discretised versions of the Maxwell equations

Using the finite-dimensional space $V_{h}$ and the variational formulation of the problems of this chapter, we may obtain numerical methods for the solution of the Maxwell equations.

The numerical solution of the interior problem, for instance, starts from the weak formulation of the problem in equation (4.10). In fact, we may retrace the steps that were followed for the analytic treatment of this equation in Section 4.2, using the discretised versions of the respective problems arising in each step, employing properly selected finite element spaces. Upon invoking the Helmholtz decomposition (see step 3), we express the problem in the form (4.11), which contains the electrostatic potential $\phi$. As shown in step 4 , this is obtained through the weak formulation (4.14), which can be treated numerically using the discretisation of the Lax-Milgram lemma (Céa's lemma), yielding an approximation $\phi_{h}$ for the electrostatic potential. This step requires a finite element space that provides a satisfactory approximation for the elements in $H_{0}^{1}(\mathcal{O})$.

We then proceed to the definition of the discretised compact operators $\mathrm{K}_{h}$ through the solution of the discretised version of (4.21) (see step 7), and the discretised maps $\mathscr{G}_{h}$ through the solution of the discretised version of (4.22) (see step 8) setting $\psi=\psi_{h}$, where $\psi_{h}$ belongs to the $H_{0}($ curl, $\mathcal{O})$ conforming finite elements space (see Section 4.6.4) and $\phi=\phi_{h}$ is the discretised approximation to the electrostatic potential. Finally, we solve the discretised version of the integral operator equation (4.23) (see step 9)

$$
\left(I+\mathrm{K}_{h}\right) e_{h}=\mathscr{G}_{h}
$$

(see Section 4.6.3), for the approximation $e_{h}$ of the electric field.
Alternatively, one may use the mixed variational formulation of the Maxwell system (see Remark 4.2.7) along with the discretised version of the Babuška-Brezzi lemma (see Section 4.6.2). The eigenvalue problems may be treated similarly. At every level the discretised versions of the equations are reduced to linear algrebraic systems of equations, which may be treated using standard methods of numerical linear algebra. We refer to Chapter 7 in [324] for a detailed treatment of various problems of the achiral interior Maxwell system based on the variational formulation; these methods can be extended to chiral media following the guidelines of the present section.

In [94], a weighted regularisation method for the time-harmonic Maxwell equations with a perfectly conducting or impedance boundary condition in composite materials is presented. The computational domain $\mathcal{O}$ is the union of polygonal or polyhedral subdomains made of different materials. As a result, the electromagnetic field presents singularities near geometric singularities, which are the interior and exterior edges and corners. The variational formulation of the weighted regularised problem is given on the subspace of $H$ (curl, $\mathcal{O}$ ) whose fields $u$ satisfy $w^{\alpha} \operatorname{div}(\varepsilon u) \in L^{2}(\mathcal{O})$ and have vanishing tangential trace or tangential trace in $L^{2}(\partial \mathcal{O})$. The weight function $w(x)$ is equivalent to the distance of $x$ to the geometric singularities, and the minimal weight parameter $\alpha$ is given in terms of the singular exponents of a
scalar transmission problem. A density result is proved that guarantees the approximability of the solution field by piecewise regular fields. Numerical results for the discretisation of the source problem by means of Lagrange finite elements of type $P_{1}$ and $P_{2}$ are given on uniform and appropriately refined two-dimensional meshes. The performance of the method in the case of eigenvalue problems is also addressed in that paper.

## Chapter Five

## Scattering Problems: Beltrami Fields and Solvability

### 5.1 INTRODUCTION

This chapter deals with the solvability of time-harmonic electromagnetic wave scattering by an obstacle: either the obstacle or the environment in which it is embedded, or both, is (are) occupied by a chiral material. Regarding general references for scattering theory, we refer to the books [103], [106], [218], [260], [303], [358], [410], [411], [412] and the book chapter [258]. The corresponding theory for an achiral obstacle and the surrounding environment is well known and established: see [103], [106] and the references therein.
We assume that the scatterer and its surrounding space are homogeneous: this allows us to use boundary integral equation (we will use the standard abbreviation BIEs for boundary integral equations) methods for the study of the considered problems. We consider two kinds of problems: first, the scattering of plane electromagnetic waves propagating in chiral space by a perfectly conducting obstacle, and second, the scattering of plane electromagnetic waves by a penetrable obstacle; either the scatterer or the surrounding space, or both, may be filled with a chiral material. Scattering by a (chiral or achiral) obstacle in a chiral environment may seem somehow exotic at a first glance, but it constitutes an attractive problem (from the point of view of both theory and applications): some illustrative examples are turbid chiral media, different classes of contrasting chiral media, the Bruggeman homogenisation of chiral composites, and the method of moments for scattering by a chiral obstacle in a chiral environment; see the references in [21]. In Section 5.2 we introduce the standard terminology regarding the types of polarisation of electromagnetic waves, while in Section 5.3 we introduce the notions of Beltrami fields and the celebrated Bohren decomposition. The formulation of scattering problems in terms of both the electric and the magnetic fields, as well as of the corresponding Beltrami fields, is presented in Section 5.4. Then we address the problem of solvability of the boundary value problems introduced in Section 5.4. This will be established in Section 5.7 by a BIE method; an introduction to BIEs is presented in Section 5.5. In view of the Bohren decomposition, the electromagnetic field is decomposed in terms of suitable Beltrami fields (Section 5.3); some of their properties are studied in Section 5.6. In Section 5.7 it is proved that the perfect conductor in a chiral environment problem has a unique weak solution, which is then shown (given that the boundary of the scatterer is sufficiently smooth) to
be a classical one. A similar approach ascertains unique solvability (except for a discrete set of electromagnetic parameters of the scatterer) of the chiral obstacle in a chiral environment problem. In Section 5.8 we present a generalisation of Claus Müller's uniquely solvable set of BIEs to the chiral scatterer in an achiral environment problem. In Section 5.9 we study low chirality approximations for the solutions to the problem considered in the previous section; these approximations are the basis for the possibility of numerical solution of the (complicated) chiral problem with the use of existing sophisticated codes for the solution of the (simpler) achiral problem.

### 5.2 ELLIPTIC, CIRCULAR AND LINEAR POLARISATION OF WAVES

In this section (based on [187] and [392]) we recall standard notions regarding the types of polarization of electromagnetic waves.

An elliptically polarised electromagnetic wave has the form

$$
\mathcal{E}\left(x_{3}, t\right)=\widehat{e}_{1} E_{0, x_{1}} \mathrm{e}^{\mathrm{i}\left(\left(k x_{3}-w t\right)+\varphi_{1}\right)}+\widehat{e}_{2} E_{0, x_{2}} \mathrm{e}^{\mathrm{i}\left(\left(k x_{3}-w t\right)+\varphi_{2}\right)},
$$

and is described by three independent parameters, the magnitudes $E_{0, x_{1}}$, $E_{0, x_{2}}$ and the phase difference $\varphi=\varphi_{1}-\varphi_{2}$.

We shall see that depending on the choice of the parameters, the end point of $\operatorname{Re} \mathcal{E}$ traces out an ellipse or a circle or a straight line in a fixed plane perpendicular to $\widehat{k}$, the propagation unit vector in the direction of motion. This justifies the terminology elliptic, circular and linear polarisation of the wave, respectively.

Let us select one of the phase factors for $x_{3}=t=0$ so that the wave depends only on the phase difference $\varphi$. To simplify the algebra, we set $\varphi_{1}=0$ and $\varphi_{2}=\phi$ and consider the resulting form of $\mathcal{E}\left(x_{3}, t\right)$ in terms of its real and imaginary parts,

$$
\begin{gathered}
\mathcal{E}\left(x_{3}, t\right)=\widehat{e}_{1} E_{0, x_{1}} \cos \left(k x_{3}-\varpi t\right)+\widehat{e}_{2} E_{0, x_{2}} \cos \left(k x_{3}-\varpi t+\phi\right)+ \\
\mathrm{i}\left(\widehat{e}_{1} E_{0, x_{1}} \sin \left(k x_{3}-\varpi t\right)+\widehat{e}_{2} E_{0, x_{2}} \sin \left(k x_{3}-\varpi t+\phi\right)\right)
\end{gathered}
$$

Let

$$
E_{x_{1}}\left(x_{3}, t\right):=\widehat{e}_{1} E_{0, x_{1}} \cos \left(k x_{3}-\varpi t\right)
$$

and

$$
E_{x_{2}}\left(x_{3}, t\right):=\widehat{e}_{2} E_{0, x_{2}} \cos \left(k x_{3}-\varpi t+\phi\right)
$$

The equation of the curve we are looking for should depend neither on position nor on time, so the $\left(k x_{3}-\varpi t\right)$ dependence must be eliminated. Using

$$
\mathbb{E}_{2}:=\frac{E_{x_{2}}}{E_{0, x_{2}}}=\cos \left(k x_{3}-\varpi t\right) \cos \phi-\sin \left(k x_{3}-\varpi t\right) \sin \phi
$$

$$
\mathbb{E}_{1}:=\frac{E_{x_{1}}}{E_{0, x_{1}}}=\cos \left(k x_{3}-\varpi t\right),
$$

we obtain

$$
\mathbb{E}_{2}-\mathbb{E}_{1} \cos \phi=-\sin \left(k x_{3}-\varpi t\right) \sin \phi .
$$

Hence,

$$
\sin \left(k x_{3}-\varpi t\right)=\left(1-\mathbb{E}_{1}^{2}\right)^{1 / 2},
$$

whereby

$$
\mathbb{E}_{2}-\mathbb{E}_{1} \cos \phi=\left(1-\mathbb{E}_{1}^{2}\right) \sin ^{2} \phi .
$$

So we end up with

$$
\mathbb{E}_{2}^{2}+\mathbb{E}_{1}^{2}-2 \mathbb{E}_{2} \mathbb{E}_{1} \cos \phi=\sin \phi,
$$

which is the equation of an ellipse rotated with respect to the $E_{x_{1}}, E_{x_{2}}$ coordinate system by an angle $\vartheta$ given by

$$
\tan 2 \vartheta=\frac{2 E_{0, x_{1}} E_{0, x_{2}}}{E_{0, x_{1}}^{2}-E_{0, x_{2}}^{2}} \cos \phi .
$$

If the principal axes of this ellipse are aligned with the coordinate axes, i.e., if $\vartheta=0$, or equivalently, if $\phi= \pm \pi / 2, \pm 3 \pi / 2, \pm 5 \pi / 2, \ldots$, then we obtain $\mathbb{E}_{2}^{2}+\mathbb{E}_{1}^{2}=1$.

Additionally, if

$$
E_{0, x_{1}}=E_{0, x_{2}}=E_{0},
$$

we get

$$
E_{x_{1}}^{2}+E_{x_{2}}^{2}=E_{0}^{2},
$$

which is a circle. If $\phi=-\pi / 2,-3 \pi / 2,-5 \pi / 2, \ldots$, then

$$
E_{x_{1}}=\widehat{e}_{1} E_{0} \cos \left(k x_{3}-\varpi t\right), E_{x_{2}}=\widehat{e}_{2} E_{0} \sin \left(k x_{3}-\varpi t\right) .
$$

Let $z_{0}$ be an arbitrary point on the positive $x_{3}$-axis. At $t=0$ we have

$$
E_{x_{1}}=\widehat{e}_{1} E_{0} \cos k z_{0}, E_{x_{2}}=\widehat{e}_{2} E_{0} \sin k z_{0},
$$

while at $t=k z_{0} / \varpi$ we have

$$
E_{x_{1}}=\widehat{e}_{1} E_{0}, E_{x_{2}}=0 .
$$

So $\mathcal{E}$ is rotating clockwise, as seen by an observer looking back at the source, at an angular frequency $\varpi$. This wave is right circularly polarised (RCP). On the contrary, if $\phi=\pi / 2,3 \pi / 2,5 \pi / 2, \ldots$, then $\mathcal{E}$ rotates counterclockwise and the wave is left circularly polarised (LCP).

Further, if $\phi=2 m \pi, m \in \mathbb{Z}$, then

$$
E_{x_{2}}=\frac{E_{0, x_{2}}}{E_{0, x_{1}}} E_{x_{1}}
$$

while, if $\phi=2(m+1) \pi, m \in \mathbb{Z}$, then

$$
E_{x_{2}}=-\frac{E_{0, x_{2}}}{E_{0, x_{1}}} E_{x_{1}},
$$

which are both straight lines with slopes $\pm \frac{E_{0, x_{2}}}{E_{0, x_{1}}}$, respectively. In this case, $\mathcal{E}$ is linearly polarised.

REMARK 5.2.1 An alternative form of an elliptically polarised wave is

$$
\mathcal{E}\left(x_{3}, t\right)=\widehat{e}_{\mathrm{L}} E_{0, \mathrm{~L}} \mathrm{e}^{\mathrm{i}\left(\left(k x_{3}-\varpi t\right)+\varphi_{\mathrm{L}}\right)}+\widehat{e}_{\mathrm{R}} E_{0, \mathrm{R}} \mathrm{e}^{\mathrm{i}\left(\left(k x_{3}-\varpi t\right)+\mathrm{i} \varphi_{\mathrm{R}}\right)},
$$

where

$$
\widehat{e}_{\mathrm{L}}=\frac{\sqrt{2}}{2}\left(\widehat{e}_{1}-\mathrm{i} \widehat{e}_{2}\right), \widehat{e}_{\mathrm{R}}=-\frac{\sqrt{2}}{2}\left(\widehat{e}_{1}+\mathrm{i} \widehat{e}_{2}\right)
$$

While the linear polarisation unit vectors $\widehat{e}_{1}, \widehat{e}_{2}$ are real, the circular unit vectors $\widehat{e}_{\mathrm{L}}, \widehat{e}_{\mathrm{R}}$ are complex.

### 5.3 BELTRAMI FIELDS - THE BOHREN DECOMPOSITION

### 5.3.1 Beltrami fields

A Beltrami field is a field that is everywhere (with the possible exception of the region occupied by its source) parallel to its own rotation. So, such a field $U$ is a solution of the equation

$$
\begin{equation*}
\operatorname{curl} U=\lambda U \tag{5.1}
\end{equation*}
$$

where the proportionality factor $\lambda \neq 0$ is, in general, a spatially varying function. This concept arose early in the nineteenth century, and it naturally appears in many branches of physics and mathematical physics. Beltrami first introduced it in the study of hydrodynamics. An example of such a flow is the Arnold-Beltrami-Childress (ABC) flow, which is used in chaotic advection in fluid dynamics (see [343]). A Beltrami field can be thought of as a specific solution of the three-dimensional Navier-Stokes (Euler) equations for incompressible, viscous (inviscid) fluid flow with vorticity parallel to the velocity field ${ }^{1}$. Beltrami fields arise naturally in such diverse areas as quark physics, gravitation research, and thermoacoustics; for related references, see [268]. In electromagnetics, Beltrami fields appear in two frameworks: first, in the early 1820 s, in studies related to circularly polarised plane waves, and more recently in the study of natural optical activity and the description of the fields' behaviour in chiral media. For the rôle of Beltrami fields in this branch of electromagnetics and related references, see [268]. The second is related to the concept of the force-free magnetic field which originated in the early theories of superconductivity (mid-1930s) and appears in of astrophysics and plasma physics. For some comments and related references, see the monograph [268], and [72], [153], [249], [254], [269], [267], [441], [443], [418]. Time-dependent Beltrami fields (where $\lambda$ appearing in (5.1) is now a function varying not only spatially but temporally as well) are also used in the framework of the time domain analysis of electromagnetic fields; see [38], [151], [269] and the references therein. Finally, Beltrami fields are related to eigenvalue problems for the operator curl, which are important in various applications and are of great mathematical interest; see [349], [442] and the references therein.

[^44]
### 5.3.2 The Bohren decomposition

Let $k^{2}=\varpi^{2} \varepsilon \mu$ and $\gamma^{2}=k^{2}\left(1-k^{2} \beta^{2}\right)^{-1}$. Consider the equations

$$
\begin{aligned}
& \operatorname{curl} E-\mathrm{i} \varpi \mu \frac{\gamma^{2}}{k^{2}} H-\beta \gamma^{2} E=0 \\
& \operatorname{curl} H+\mathrm{i} \varpi \varepsilon \frac{\gamma^{2}}{k^{2}} E-\beta \gamma^{2} H=0
\end{aligned}
$$

and write them as

$$
\binom{\operatorname{curl} E}{\operatorname{curl} H}=\frac{\gamma^{2}}{k^{2}}\left(\begin{array}{cc}
\beta k^{2} & \mathrm{i} \varpi \mu  \tag{5.2}\\
-\mathrm{i} \varpi \varepsilon & \beta k^{2}
\end{array}\right)\binom{E}{H} .
$$

Diagonalising the matrix in (5.2), we obtain

$$
\binom{\operatorname{curl}\left(\mathrm{i} \eta^{-1} E+H\right)}{\operatorname{curl}(E+\mathrm{i} \eta H)}=\left(\begin{array}{cc}
\frac{k}{1-k \beta} & 0  \tag{5.3}\\
0 & -\frac{k}{1+k \beta}
\end{array}\right)\binom{\mathrm{i} \eta^{-1} E+H}{E+\mathrm{i} \eta H}
$$

where $\eta=\mu^{1 / 2} \varepsilon^{-1 / 2}$ is the intrinsic impedance of the medium. Introducing the fields

$$
Q_{\mathrm{L}}:=\mathrm{i} \eta^{-1} E+H, Q_{\mathrm{R}}:=E+\mathrm{i} \eta H
$$

we note that (5.3) is written as

$$
\begin{align*}
& \operatorname{curl} Q_{\mathrm{L}}=\gamma_{\mathrm{L}} Q_{\mathrm{L}} \\
& \operatorname{curl} Q_{\mathrm{R}}=-\gamma_{\mathrm{R}} Q_{\mathrm{R}} \tag{5.4}
\end{align*}
$$

where

$$
\gamma_{\mathrm{L}}:=k(1-k \beta)^{-1}, \gamma_{\mathrm{R}}:=k(1+k \beta)^{-1}
$$

Note that $\gamma^{2}=\gamma_{\mathrm{L}} \gamma_{\mathrm{R}}$. From (5.4) we clearly have that both $Q_{\mathrm{L}}$ and $Q_{\mathrm{R}}$ satisfy the vector Helmholtz equation

$$
\Delta Q_{\lambda}+\gamma_{\lambda}^{2} Q_{\lambda}=0, \lambda=L, R
$$

and we see that $\gamma_{\mathrm{L}}, \gamma_{\mathrm{R}}$ are the wave numbers of the Beltrami fields $Q_{\mathrm{L}}, Q_{\mathrm{R}}$, respectively. Let us additionally mention that if $E, H$ are divergence free, then $Q_{\mathrm{L}}, Q_{\mathrm{R}}$ also satisfy this property.

Thus we obtain the Bohren decomposition of $E, H$ into $Q_{\mathrm{L}}, Q_{\mathrm{R}}$

$$
\begin{align*}
& E=Q_{\mathrm{L}}-\mathrm{i} \eta Q_{\mathrm{R}}, \\
& H=Q_{\mathrm{R}}-\mathrm{i} \eta^{-1} Q_{\mathrm{L}} \tag{5.5}
\end{align*}
$$

Remark 5.3.1 It is obvious that when $\beta=0$ then $\gamma_{\mathrm{L}}=\gamma_{\mathrm{R}}=k$. From (5.4), and if the two complex-valued wave numbers $\gamma_{\mathrm{L}}$ and $\gamma_{\mathrm{R}}$ have positive real parts, we note that $Q_{\mathrm{L}}$ is a left-handed Beltrami field and $Q_{\mathrm{R}}$ is a righthanded one, and when $\beta \neq 0$ they propagate with different speeds. This is a manifestation of handedness. For details on the physical problem and the appearing physical parameters, we refer to the monographs [273], [268], [289] and the papers [142], [272].

### 5.4 SCATTERING PROBLEMS: FORMULATION

Consider a bounded domain $\mathcal{O} \subset \mathbb{R}^{3}$ with smooth boundary $\partial \mathcal{O}$ and its exterior $\mathcal{O}_{e}=\mathbb{R}^{3} \backslash \overline{\mathcal{O}}$, which is assumed to be simply connected. In scattering problems $\mathcal{O}$ will be referred to as the scatterer or the obstacle. $\mathcal{O}, \mathcal{O}_{e}$ are supposed to be filled with different media whose physical parameters will be denoted by the subscripts $i, e$, respectively; so we use $\varepsilon, \mu, \beta, k, \eta, \gamma_{\mathrm{L}}$ and $\gamma_{\mathrm{R}}$ with the appropriate subscripts.

Assumption 5.4.1 ([268]) As far as the physical parameters are concerned, we assume that
(i) $\varepsilon_{i}, \mu_{i}, \beta_{i}, \varepsilon_{e}, \mu_{e}, \beta_{e} \in \mathbb{C}$.
(ii) $\operatorname{Re} \eta_{\mathrm{i}}, \operatorname{Re} \eta_{\mathrm{e}}, \operatorname{Re} \gamma_{\mathrm{iL}}, \operatorname{Re} \gamma_{\mathrm{iR}}, \operatorname{Re} \gamma_{\mathrm{eL}}, \operatorname{Re} \gamma_{\mathrm{eR}}>0$.
(iii) $\operatorname{Im} \eta_{\mathrm{i}}, \operatorname{Im} \eta_{\mathrm{e}}, \operatorname{Im} \gamma_{\mathrm{iL}}, \operatorname{Im} \gamma_{\mathrm{iR}}, \operatorname{Im} \gamma_{\mathrm{eL}}, \operatorname{Im} \gamma_{\mathrm{eR}} \geq 0$.
(iv) $\left|k_{e} \beta_{e}\right|<1,\left|k_{i} \beta_{i}\right|<1$.

### 5.4.1 Incident fields

A given electromagnetic field $E^{\mathrm{inc}}, H^{\mathrm{inc}}$ is incident on the obstacle $\mathcal{O}$. The form of the incident field depends on the type of material with which the complement of $\mathcal{O}, \mathcal{O}_{e}$, is filled. In particular:
$\triangleright$ If $\mathcal{O}_{e}$ is filled with an achiral medium, the incident wave has the form

$$
\begin{equation*}
E^{\mathrm{inc}}(x)=q e^{\mathrm{i} k_{\mathrm{e}} p \cdot x}, \quad H^{\mathrm{inc}}(x)=-\mathrm{i} \eta_{\mathrm{e}}^{-1} q e^{\mathrm{i} k_{\mathrm{e}} p \cdot x}, \tag{5.6}
\end{equation*}
$$

where $q$ is the polarisation vector, $p$ is the propagation unit vector $(p \cdot q=0)$, $\eta_{\mathrm{e}}$ is the impedance, and $k_{e}$ is the wave number.
$\triangleright$ If $\mathcal{O}_{e}$ is filled with a chiral medium, then the incident wave has the form

$$
\begin{align*}
& E^{\mathrm{inc}}(x)=q_{\mathrm{L}} e^{\mathrm{i} \gamma_{\mathrm{eL}} p_{\mathrm{L}} \cdot x}+q_{\mathrm{R}} e^{\mathrm{i} \gamma_{\mathrm{eR}} p_{\mathrm{R}} \cdot x}, \\
& H^{\mathrm{inc}}(x)=-\mathrm{i} \eta_{\mathrm{e}}^{-1}\left(q_{\mathrm{L}} e^{\mathrm{i} \gamma_{\mathrm{eL}} p_{\mathrm{L}} \cdot x}+q_{\mathrm{R}} e^{\mathrm{i} \gamma_{\mathrm{eR}} p_{\mathrm{R}} \cdot x}\right), \tag{5.7}
\end{align*}
$$

with $p_{\mathrm{L}} \cdot q_{\mathrm{L}}=0, p_{\mathrm{L}} \times q_{\mathrm{L}}=-\mathrm{i} q_{\mathrm{L}}, p_{\mathrm{R}} \cdot q_{\mathrm{R}}=0$, and $p_{\mathrm{R}} \times q_{\mathrm{R}}=\mathrm{i} q_{\mathrm{R}}([10],[268])$.
Under the above assumptions on $p_{\mathrm{L}}, q_{\mathrm{L}}$, it follows that

$$
\begin{gathered}
\operatorname{curl}\left(q_{\mathrm{L}} e^{\mathrm{i} \gamma_{\mathrm{eL}} p_{\mathrm{L}} \cdot x}\right)=\gamma_{\mathrm{eL}} q_{\mathrm{L}} e^{\mathrm{i} \gamma_{\mathrm{eL}} p_{\mathrm{L}} \cdot x} \\
\operatorname{curl}\left(q_{\mathrm{R}} e^{\mathrm{i} \gamma_{\mathrm{eR}} p_{\mathrm{R}} \cdot x}\right)=-\gamma_{\mathrm{eR}} q_{\mathrm{R}} e^{\mathrm{i} \gamma_{\mathrm{eR}} p_{\mathrm{R}} \cdot x},
\end{gathered}
$$

i.e., that the incident fields $E^{\mathrm{inc}}, H^{\mathrm{inc}}$ are combinations of an LCP plane wave and an RCP plane wave, and they satisfy the $\mathcal{O}_{e}$ version of the chiral Maxwell equations (see (5.11)) below). $q_{\mathrm{L}}$ (resp. $q_{\mathrm{R}}$ ) is the polarisation vector, $p_{\mathrm{L}}$ (resp. $p_{\mathrm{R}}$ ) is the propagation unit vector, and $\gamma_{\mathrm{eL}}\left(\right.$ resp. $\gamma_{\mathrm{eR}}$ ) is the wave number of this left (resp. right) circularly plane wave.

It is convenient to introduce the following notation:

$$
\begin{equation*}
\text { If } \lambda=L \text { then } \mathfrak{m}_{\mathrm{L}}=1, \text { while, if } \lambda=R \text { then } \mathfrak{m}_{\mathrm{R}}=-1 \tag{5.8}
\end{equation*}
$$

We shall consider two kinds of scattering problems.

### 5.4.2 The perfect conductor problem

In this case we assume that $\mathcal{O}_{e}$ is filled with a chiral material and that $\mathcal{O}$ is a perfect conductor. The scattering problem reads: a given electromagnetic wave of the form (5.7) propagating in $\mathcal{O}_{e}$ is incident on $\mathcal{O}$. The total electromagnetic field $E^{\mathrm{t}}, H^{\mathrm{t}}$ in $\mathcal{O}_{e}$ is given by

$$
\begin{equation*}
E^{\mathrm{t}}=E^{\mathrm{e}}+E^{\mathrm{inc}}, \quad H^{\mathrm{t}}=H^{\mathrm{e}}+H^{\mathrm{inc}}, \text { in } \mathcal{O}_{e} \tag{5.9}
\end{equation*}
$$

where $E^{\mathrm{e}}, H^{\mathrm{e}}$ is the scattered field that is assumed to satisfy one of the Silver-Müller radiation conditions

$$
\begin{align*}
& \widehat{x} \times H^{\mathrm{e}}(x)+\eta_{\mathrm{e}}^{-1} E^{\mathrm{e}}(x)=o\left(|x|^{-1}\right), \quad|x| \rightarrow \infty \\
& \widehat{x} \times E^{\mathrm{e}}(x)-\eta_{\mathrm{e}} H^{\mathrm{e}}(x)=o\left(|x|^{-1}\right), \quad|x| \rightarrow \infty \tag{5.10}
\end{align*}
$$

uniformly for all directions $\widehat{x}=\frac{x}{|x|}$.
The total electromagnetic field $E^{\mathrm{t}}, H^{\mathrm{t}}$ satisfies the following modified form of the Maxwell equations:

$$
\begin{align*}
& \operatorname{curl} E^{\mathrm{t}}-\mathrm{i} \varpi \mu_{e} \frac{\gamma_{\mathrm{e}}^{2}}{k_{2}^{2}} H^{\mathrm{t}}-\beta_{e} \gamma_{\mathrm{e}}^{2} E^{\mathrm{t}}=0,  \tag{5.11}\\
& \operatorname{curl} H^{\mathrm{t}}+\mathrm{i} \varpi \varepsilon_{e} \frac{\gamma_{\mathrm{e}}^{2}}{k_{e}^{2}} E^{\mathrm{t}}-\beta_{e} \gamma_{\mathrm{e}}^{2} H^{\mathrm{t}}=0,
\end{align*} \quad \text { in } \mathcal{O}_{e},
$$

where $\gamma_{\mathrm{e}}^{2}=\gamma_{\mathrm{eL}} \gamma_{\mathrm{eR}}$ and $k_{e}^{2}=\varpi^{2} \varepsilon_{e} \mu_{e}$. Let us note that $k_{e}$ is just shorthand notation and not a wave number. In the present case, as for the standard Maxwell equations, $E^{\mathrm{t}}$ and $H^{\mathrm{t}}$ are divergence free. Since $\mathcal{O}$ is assumed to be perfectly conducting, the following boundary condition must be satisfied:

$$
\begin{equation*}
n \times E^{\mathrm{t}}=0, \quad \text { on } \partial \mathcal{O} \tag{5.12}
\end{equation*}
$$

where $n$ is the unit outward normal vector to $\partial \mathcal{O}$.
The problem (5.9)-(5.12) will be referred to as the perfect conductor problem in what follows. It is related to receiving as well as transmitting antennas in various types of sheaths; see [24] and the references therein.

It is often useful to work with the electric field only; after eliminating the magnetic field the above problem becomes

$$
\begin{align*}
& \text { curl } \operatorname{curl} E^{\mathrm{t}}-2 \beta_{e} \gamma_{e}^{2} \operatorname{curl} E^{\mathrm{t}}-\gamma_{e}^{2} E^{\mathrm{t}}=0, \quad \text { in } \mathcal{O}_{e}  \tag{5.13}\\
& n \times E^{\mathrm{t}}=0, \text { on } \partial \mathcal{O}  \tag{5.14}\\
& \widehat{x} \times \operatorname{curl} E^{\mathrm{e}}(x)-\beta_{e} \gamma_{e}^{2} \widehat{x} \times E^{\mathrm{e}}(x)+\mathrm{i} \frac{\gamma_{e}^{2}}{k_{e}} E^{\mathrm{e}}(x)=o\left(|x|^{-1}\right), \tag{5.15}
\end{align*}
$$

as $|x| \rightarrow \infty$, uniformly in all directions $\widehat{x}$.
In view of Bohren's decomposition (5.5) applied in $\mathcal{O}_{e}$, the perfect conductor problem can be expressed in terms of Beltrami fields as: find $Q_{\mathrm{L}}^{\mathrm{e}}, Q_{\mathrm{R}}^{\mathrm{e}}$ satisfying the equations

$$
\begin{align*}
& \operatorname{curl} Q_{\mathrm{L}}^{\mathrm{e}}=\gamma_{\mathrm{eL}} Q_{\mathrm{L}}^{\mathrm{e}},  \tag{5.16}\\
& \operatorname{curl} Q_{\mathrm{R}}^{\mathrm{e}}=-\gamma_{\mathrm{eR}} Q_{\mathrm{R}}^{\mathrm{e}},
\end{align*} \quad \text { in } \mathcal{O}_{e},
$$

the radiation conditions

$$
\begin{align*}
& \widehat{x} \times Q_{\mathrm{L}}^{\mathrm{e}}(x)+\mathrm{i} Q_{\mathrm{L}}^{\mathrm{e}}(x)=o\left(|x|^{-1}\right), \quad|x| \rightarrow \infty,  \tag{5.17}\\
& \widehat{x} \times Q_{\mathrm{R}}^{\mathrm{e}}(x)-\mathrm{i} Q_{\mathrm{R}}^{\mathrm{e}}(x)=o\left(|x|^{-1}\right), \quad \mid x
\end{align*}
$$

and the boundary condition

$$
\begin{equation*}
n \times Q_{\mathrm{L}}^{\mathrm{e}}-\mathrm{i} \eta_{\mathrm{e}} n \times Q_{\mathrm{R}}^{\mathrm{e}}=n \times E^{\mathrm{inc}}, \quad \text { on } \partial \mathcal{O} \tag{5.18}
\end{equation*}
$$

### 5.4.3 The transmission problem

Find electric fields $E^{\mathrm{i}}$ and $E^{\mathrm{e}}$ and magnetic fields $H^{\mathrm{i}}$ and $H^{\mathrm{e}}$ that satisfy the following equations:

$$
\begin{align*}
& \operatorname{curl} E^{\mathrm{i}}=\gamma_{\mathrm{i}}^{2} \beta_{i} E^{\mathrm{i}}+\mathrm{i} \varpi \mu_{i}\left(\frac{\gamma_{\mathrm{i}}}{k_{i}}\right)^{2} H^{\mathrm{i}}, \quad \text { in } \mathcal{O}  \tag{5.19}\\
& \operatorname{curl} H^{\mathrm{i}}=\gamma_{\mathrm{i}}^{2} \beta_{i} H^{\mathrm{i}}-\mathrm{i} \varpi \varepsilon_{i}\left(\frac{\gamma_{\mathrm{i}}}{k_{i}}\right)^{2} E^{\mathrm{i}}, \\
& \operatorname{curl} E^{\mathrm{e}}=\gamma_{\mathrm{e}}^{2} \beta_{e} E^{\mathrm{e}}+\mathrm{i} \varpi \mu_{e}\left(\frac{\gamma_{\mathrm{e}}}{k_{e}}\right)^{2} H^{\mathrm{e}}, \quad \text { in } \mathcal{O}_{e} \\
& \operatorname{curl} H^{\mathrm{e}}=\gamma_{\mathrm{e}}^{2} \beta_{e} H^{\mathrm{e}}-\mathrm{i} \varpi \varepsilon_{e}\left(\frac{\gamma_{\mathrm{e}}}{k_{e}}\right)^{2} E^{\mathrm{e}} \tag{5.20}
\end{align*}
$$

where $\gamma_{\mathrm{i}}^{2}=\gamma_{\mathrm{iL}} \gamma_{\mathrm{iR}}$ and $k_{i}^{2}=\varpi^{2} \varepsilon_{i} \mu_{i}$, and the transmission conditions ([268])

$$
\begin{equation*}
n \times E^{\mathrm{t}}=n \times E^{\mathrm{i}} \text { and }, n \times H^{\mathrm{t}}=n \times H^{\mathrm{i}}, \text { on } \partial \mathcal{O} \tag{5.21}
\end{equation*}
$$

where $n$ is the unit outward normal to $\partial \mathcal{O}$. The total fields in $\mathcal{O}_{e}$ are given by

$$
E^{\mathrm{t}}=E^{\mathrm{e}}+E^{\mathrm{inc}}, \quad H^{\mathrm{t}}=H^{\mathrm{e}}+H^{\mathrm{inc}}, \text { in } \mathcal{O}_{e}
$$

while the scattered fields $E^{e}, H^{e}$ must satisfy one of the Silver-Müller radiation conditions (5.10).

In view of Bohren's decomposition (5.5) applied in $\mathcal{O}$, the transmission problem takes the form: given $E^{\text {inc }}, H^{\text {inc }}$, find $Q_{\mathrm{L}}^{\mathrm{i}}, Q_{\mathrm{R}}^{\mathrm{i}}$ and $Q_{\mathrm{L}}^{\mathrm{e}}, Q_{\mathrm{R}}^{\mathrm{e}}$ satisfying the equations

$$
\begin{gather*}
\operatorname{curl} Q_{\mathrm{L}}^{\mathrm{i}}=\gamma_{\mathrm{iL}} Q_{\mathrm{L}}^{\mathrm{i}},  \tag{5.22}\\
\operatorname{curl} Q_{\mathrm{R}}^{\mathrm{i}}=-\gamma_{\mathrm{iR}} Q_{\mathrm{R}}^{\mathrm{i}},
\end{gather*} \quad \text { in } \mathcal{O},
$$

and

$$
\begin{align*}
& \operatorname{curl} Q_{\mathrm{L}}^{\mathrm{e}}=\gamma_{\mathrm{eL}} Q_{\mathrm{L}}^{\mathrm{e}}, \quad \text { in } \mathcal{O}_{e},  \tag{5.23}\\
& \operatorname{curl} Q_{\mathrm{R}}^{\mathrm{e}}=-\gamma_{\mathrm{eR}} Q_{\mathrm{R}}^{\mathrm{e}},
\end{align*}
$$

with the radiation conditions

$$
\begin{align*}
& \widehat{x} \times Q_{\mathrm{L}}^{\mathrm{e}}(x)+\mathrm{i} Q_{\mathrm{L}}^{\mathrm{e}}(x)=o\left(|x|^{-1}\right), \quad|x| \rightarrow \infty,  \tag{5.24}\\
& \widehat{x} \times Q_{\mathrm{R}}^{\mathrm{e}}(x)-\mathrm{i} Q_{\mathrm{R}}^{\mathrm{e}}(x)=o\left(|x|^{-1}\right), \quad|x|
\end{align*}
$$

and the transmission conditions on $\partial \mathcal{O}$

$$
\begin{align*}
& n \times\left(Q_{\mathrm{L}}^{\mathrm{i}}-Q_{\mathrm{L}}^{\mathrm{e}}\right)+n \times\left(-\mathrm{i} \eta_{i} Q_{\mathrm{R}}^{\mathrm{i}}+\mathrm{i} \eta_{e} Q_{\mathrm{R}}^{\mathrm{e}}\right)=n \times E^{\mathrm{inc}} \\
& n \times\left(Q_{\mathrm{R}}^{\mathrm{i}}-Q_{\mathrm{R}}^{\mathrm{e}}\right)+n \times\left(-\mathrm{i} \eta_{i}^{-1} Q_{\mathrm{L}}^{\mathrm{i}}+\mathrm{i} \eta_{e}^{-1} Q_{\mathrm{L}}^{\mathrm{e}}\right)=n \times H^{\mathrm{inc}} \tag{5.25}
\end{align*}
$$

REmark 5.4.2 A simple calculation (see, e.g., [273]) shows that when the materials are chiral, no matter if the incident wave is only LCP (resp. RCP), the scattered wave develops both LCP and RCP components. This applies to both the perfect conductor problem and the transmission problem.

Remark 5.4.3 In both the perfect conductor problem and the transmission problems, stated in terms of the electromagnetic field $(E, H)$, the governing equations are coupled and the boundary or the transmission conditions are uncoupled. On the other hand, when these problems are stated in terms of the Beltrami fields ( $Q_{\mathrm{L}}, Q_{\mathrm{R}}$ ), the equations for the field are uncoupled outside $\partial \mathcal{O}$, but coupling occurs on $\partial \mathcal{O}$ through the boundary conditions. This allows the statement of the perfect conductor problem and the transmission problem as boundary integral equations.

REmark 5.4.4 The above transmission problem obviously covers the cases of all possible combinations of (chiral or not) scatterer / (chiral or not) environment. These transmission problems will be respectively referred to as the achiral scatterer in an achiral environment transmission problem (which will not be considered at all in this book, since it does not refer to chiral media) $)^{2}$, the chiral scatterer in an achiral environment transmission problem, the achiral scatterer in a chiral environment transmission problem, and the chiral scatterer in a chiral environment transmission problem. The spectrum of applications of the chiral scatterer in an achiral environment transmission problem is wide; see [273], [268], [289] and the references therein. In this work we shall refer often to the chiral scatterer in an achiral environment transmission problem but not to the achiral scatterer in a chiral environment transmission problem, which deals with turbid chiral media, i.e., chiral media with achiral particulate inclusions. Nevertheless, this problem has applications in clinical medicine ${ }^{3}$ and planetary science ${ }^{4}$; see [23] and the references therein. As for the chiral scatterer in a chiral environment transmission problem, it is the basis for the Bruggeman homogenisation theory of chiral composites and the study of heterogeneous systems constituted by chiral particles in chiral fluids in physical chemistry; see [21] and the references therein.

### 5.5 AN INTRODUCTION TO BIES

Since we are going to study the solvability of the above scattering problems using BIE methods, in this section, for illustration purposes, we give an outline of this method for the scalar Helmholtz equation. The corresponding theory for the vector case, that is directly related to the Maxwell equations, is very similar; see, e.g., [103].

The consideration of integral equations in relation to boundary value problems for elliptic differential equations has a long history. We very briefly present the basic idea. For a concise yet much more complete introduction, see, e.g., [127], [197], [309]. In particular, a short historical survey is

[^45]contained in [309]. Consider the Helmholtz equation
\[

$$
\begin{equation*}
\Delta u+k^{2} u=0 \tag{5.26}
\end{equation*}
$$

\]

in either a bounded, simply connected domain $\mathcal{O} \subset \mathbb{R}^{3}$, with boundary $\partial \mathcal{O} \in C^{2}$, or in its complement $\mathcal{O}_{e}$ in $\mathbb{R}^{3}$. It is well known that a classical solution $u \in C^{2}(\mathcal{O}) \cap C^{1}(\overline{\mathcal{O}})$ (respectively, $u \in C^{2}\left(\mathcal{O}_{e}\right) \cap C^{1}\left(\overline{\mathcal{O}_{e}}\right)$ can be represented in terms of surface potentials via the first Green identity for the Laplacian and the fundamental solution

$$
\begin{equation*}
\Phi(x, y ; k)=\frac{e^{\mathrm{i} k|x-y|}}{4 \pi|x-y|}, \quad x \neq y \tag{5.27}
\end{equation*}
$$

of the Helmholtz equation. As usual, $k \in \mathbb{C}$ with $\mathcal{I} m k \geq 0$.
In the case of exterior problems the behaviour at infinity is required to satisfy the Sommerfeld radiation conditions

$$
u(x)=O\left(|x|^{-1}\right), \frac{\partial u}{\partial|x|}(x)-i k u(x)=o\left(|x|^{-1}\right),|x| \rightarrow \infty
$$

or their weaker version

$$
\lim _{R \rightarrow \infty} \int_{|x|=R}\left|\frac{\partial u}{\partial|x|}(x)-i k u(x)\right|^{2} d s=0
$$

The latter is due to Rellich and is used in the variational formulation of exterior problems.
The aforementioned representation reads

$$
\begin{equation*}
u(x)= \pm\left(\int_{\partial \mathcal{O}} \Phi(x, y ; k) \frac{\partial u}{\partial n}(y) d s(y)-\int_{\partial \mathcal{O}} u(y) \frac{\partial \Phi(x, y ; k)}{\partial n_{y}} d s(y)\right) \tag{5.28}
\end{equation*}
$$

with "+" for $x \in \mathcal{O}$ and "-" for $x \in \mathcal{O}_{e}$, where $n_{y}$ denotes the exterior normal to $\partial \mathcal{O}$ at $y \in \partial \mathcal{O}$.

For given Cauchy data $\left.u\right|_{\partial \mathcal{O}}$ and $\left.\frac{\partial u}{\partial n}\right|_{\partial \mathcal{O}}$, the above representation formula defines the solution of the Helmholtz equation everywhere in $\mathcal{O}$, or in $\mathcal{O}_{e}$, respectively.
The surface potentials appearing in the representation formula are the singlelayer potential

$$
\mathrm{V}_{\mathrm{k}} \phi(x):=\int_{\partial \mathcal{O}} \Phi(x, y ; k) \phi(y) d s(y), x \in \mathcal{O} \cup \mathcal{O}_{e}
$$

and the double-layer potential

$$
\mathrm{W}_{\mathrm{k}} \varphi(x):=\int_{\partial \mathcal{O}} \frac{\partial \Phi(x, y ; k)}{\partial n_{y}} \varphi(y) d s(y), x \in \mathcal{O} \cup \mathcal{O}_{e}
$$

where $\phi$ and $\varphi$ are the corresponding densities.
Provided the corresponding limits exist, the boundary integral operators we are going to employ are related to the limits of the boundary potentials from either $\mathcal{O}$ on $\partial \mathcal{O}(x \in \partial \mathcal{O}, z \in \mathcal{O})$,

$$
\mathrm{V}_{\mathrm{k}} \phi(x):=\lim _{z \rightarrow x} \mathrm{~V}_{\mathrm{k}} \phi(z),
$$

$$
\begin{aligned}
\mathrm{K}_{\mathrm{k}}(x) \psi(x) & :=\lim _{z \rightarrow x} \mathrm{~W}_{\mathrm{k}} \psi(z)+\frac{1}{2} \psi(x), \\
\mathrm{K}_{\mathrm{k}}^{*}(x) \phi(x) & :=\lim _{z \rightarrow x} \operatorname{grad}_{z} \mathrm{~V}_{\mathrm{k}} \phi(z) \cdot n_{x}-\frac{1}{2} \phi(x), \\
\mathrm{D}_{\mathrm{k}}(x) \psi(x) & :=-\lim _{z \rightarrow x} \operatorname{grad}_{z} \mathrm{~W}_{\mathrm{k}} \psi(z) \cdot n_{x},
\end{aligned}
$$

or from $\mathcal{O}_{e}$ on $\partial \mathcal{O}\left(x \in \partial \mathcal{O}, z \in \mathcal{O}_{e}\right)$,

$$
\begin{aligned}
& \mathrm{V}_{\mathrm{k}} \phi(x):=\lim _{z \rightarrow x} \mathrm{~V}_{\mathrm{k}} \phi(z), \\
& \mathrm{K}_{\mathrm{k}}(x) \psi(x):=\lim _{z \rightarrow x} \mathrm{~W}_{\mathrm{k}} \psi(z)-\frac{1}{2} \psi(x), \\
& \mathrm{K}_{\mathrm{k}}^{*}(x) \phi(x):=\lim _{z \rightarrow x} \operatorname{grad}_{z} \mathrm{~V}_{\mathrm{k}} \phi(z) \cdot n_{x}+\frac{1}{2} \phi(x), \\
& \mathrm{D}_{\mathrm{k}}(x) \psi(x):=-\lim _{z \rightarrow x} \operatorname{grad}_{z} \mathrm{~W}_{\mathrm{k}} \psi(z) \cdot n_{x},
\end{aligned}
$$

The following standard expressions of these boundary integral operators are essential. Let $\partial \mathcal{O} \in C^{2}$ and $\phi$ and $\psi$ be continuous. Then the above limits exist uniformly with respect to all $x \in \partial \mathcal{O}$ and all $\phi$ and $\psi$ with $\sup _{x \in \partial \mathcal{O}}|\phi(x)| \leq 1, \sup _{x \in \partial \mathcal{O}}|\psi(x)| \leq 1$. Further, these limits can be expressed as

$$
\begin{aligned}
\left(\mathrm{V}_{\mathrm{k}} \phi\right)(x) & =\int_{y \in \partial \mathcal{O} \backslash\{x\}} \Phi(x, y ; k) \phi(y) d s(y), x \in \partial \mathcal{O}, \\
\left(\mathrm{~K}_{\mathrm{k}} \psi\right)(x) & =\int_{y \in \partial \mathcal{O} \backslash\{x\}} \frac{\partial \Phi(x, y ; k)}{\partial n_{y}} \psi(y) d s(y), x \in \partial \mathcal{O},
\end{aligned}
$$

$\mathrm{K}_{\mathrm{k}}^{*}$ is the adjoint of $\mathrm{K}_{\mathrm{k}}$, i.e.,

$$
\left(\mathrm{K}_{\mathrm{k}}^{*} \phi\right)(x)=\int_{y \in \partial \mathcal{O} \backslash\{x\}} \frac{\partial \Phi(x, y ; k)}{\partial n_{x}} \phi(y) d s(y), x \in \partial \mathcal{O},
$$

while, for $\phi$ Hölder continuously differentiable with $\|\phi\|_{C^{1, \theta}} \leq 1, \theta \in(0,1)$,

$$
\left(\mathrm{D}_{\mathrm{k}} \phi\right)(x)=\operatorname{pv} \int_{\partial \mathcal{O}} \frac{\partial^{2} \Phi(x, y ; k)}{\partial n_{x} \partial n_{y}}(\phi(y)-\phi(x)) d s(y),
$$

where "pv" denotes the Cauchy principal value integral". It is not hard to see that the kernels of $\mathrm{V}_{\mathrm{k}}, \mathrm{K}_{\mathrm{k}}$ and $\mathrm{K}_{\mathrm{k}}^{*}$ are weakly $\operatorname{singular}^{6}$ (with $\alpha=1$ ).

[^46]Various continuous extensions of $\mathrm{V}_{\mathrm{k}}, \mathrm{K}_{\mathrm{k}}, \mathrm{K}_{\mathrm{k}}^{*}$, $\mathrm{D}_{\mathrm{k}}$ between suitable spaces of Hölder continuous or Hölder differentiable functions have been studied, see, e.g., [103], [197], [319].
We are now in a position to consider boundary value problems; we discuss the interior Dirichlet problem, namely

$$
\Delta u+k^{2} u=0 \text { in } \mathcal{O}, \text { with } u=f \text { on } \partial \mathcal{O} .
$$

In this case only one of the two Cauchy data is given in (5.28), namely $u(x)=f(x), x \in \partial \mathcal{O}$. The "missing" datum is $\frac{\partial u}{\partial n}(x)=g(x)$.
The boundary integral equation for the determination of $g$ then reads

$$
\left(\mathrm{V}_{\mathrm{k}} g\right)(x)=\left(\left(\frac{1}{2} I+\mathrm{K}_{\mathrm{k}}\right) f\right)(x), x \in \partial \mathcal{O}
$$

which is a Fredholm integral equation of the first kind. This equation, despite the fact that it is ill posed, has proved to be very important both from the analytic as well as from the numerical point of view. It is known that for $k \neq 0$ and $f \in C^{1, \alpha}(\partial \mathcal{O}), \alpha \in(0,1)$, the above boundary integral equation is uniquely solvable with $g \in C^{\alpha}(\partial \mathcal{O})$ except for certain values of $k \in \mathbb{C}$ which are the exceptional or irregular frequencies of the boundary integral operator $\mathrm{V}_{\mathrm{k}}$. For any irregular frequency $\kappa$ the operator $\mathrm{V}_{\kappa}$ has a nontrivial null-space spanned by eigensolutions $\varrho$ related to the eigensolutions $\rho$ of the interior Dirichlet problem

$$
-\Delta \rho=\kappa^{2} \rho \text { in } \mathcal{O}, \rho=0 \text { on } \partial \mathcal{O}
$$

by

$$
\varrho=\left.\frac{\partial \rho}{\partial n}\right|_{\partial \mathcal{O}} .
$$

In this case, for $f \in C^{1, \alpha}(\partial \mathcal{O})$ the boundary integral equation $\mathrm{V}_{\mathrm{k}} g=\frac{1}{2} f+$ $\mathrm{K}_{\mathrm{k}} f$ has solutions $g \in C^{\alpha}(\partial \mathcal{O})$ if and only if the orthogonality condition

$$
\int_{\partial \mathcal{O}} f \varrho=0, \quad \forall \varrho \in \operatorname{ker} \bigvee_{\kappa}
$$

is satisfied, see, e.g., [103], [197].
The interior Dirichlet problem for the Helmholtz equation can alternatively be expressed as

$$
\left(\left(\frac{1}{2} I-\mathrm{K}_{\mathrm{k}}^{*}\right) g\right)(x)=\left(\mathrm{D}_{\mathrm{k}} f\right)(x), x \in \partial \mathcal{O}
$$

which is a Fredholm integral equation of the second kind. This boundary integral equation has been and still is extensively studied, both analytically and numerically.
The exterior Dirichlet problem can be similarly expressed as a Fredholm integral equation of either the first or the second kind, respectively as

$$
\left(\mathrm{V}_{\mathrm{k}} g\right)(x)=\left(\left(-\frac{1}{2} I+\mathrm{K}_{\mathrm{k}}\right) f\right)(x), x \in \partial \mathcal{O}
$$

and

$$
\left(\left(\frac{1}{2} I+\mathrm{K}_{\mathrm{k}}^{*}\right) g\right)(x)=-\left(\mathrm{D}_{\mathrm{k}} f\right)(x), x \in \partial \mathcal{O}
$$

We notice that we may use different boundary integral equations for the same boundary value problem; further, these boundary integral equations may be uniquely or non-uniquely solvable. This is an important issue: for example, the exterior Dirichlet problem for the Helmholtz equation is known, see, e.g., [103], to have a unique solution for all $k$ with $\operatorname{Im} k \geq 0$; so the complication of non-uniqueness for the boundary integral equation at the irregular frequencies arises from the selected method of solution rather than from the nature of the problem itself. It is therefore desirable to develop methods leading to boundary integral equations that are uniquely solvable for all values of $k$. This is done by resorting to the so-called modified integral equations. The discussion of this topic lies outside the scope of the present section; one can consult, e.g., [103].

REmark 5.5.1 In some cases it is not possible to interchange the normal derivative with the integral sign (because this would lead to a nonintegrable integrand). Then one has to resort to Hadamard finite part integrals. For $f \in C^{1, \theta}([a, b])$ a two-sided Hadamard finite part integral of order two is defined as

$$
\mathrm{pf} \int_{a}^{b} \frac{f(t)}{(x-t)^{2}} d t:=\lim _{\epsilon \rightarrow 0}\left(\int_{a}^{x-\epsilon} \frac{f(t)}{(x-t)^{2}} d t+\int_{x+\epsilon}^{b} \frac{f(t)}{(x-t)^{2}} d t-\frac{2 f(x)}{\epsilon}\right)
$$

It can be shown that

$$
\operatorname{pf} \int_{a}^{b} \frac{f(t)}{(x-t)^{2}} d t=-\frac{f(a)}{x-a}-\frac{f(b)}{b-x}-\mathrm{pv} \int_{a}^{b} \frac{f^{\prime}(t)}{x-t} d t
$$

whereby

$$
\frac{d}{d x}\left(\mathrm{pv} \int_{a}^{b} \frac{f(t)}{x-t} d t\right)=-\operatorname{pf} \int_{a}^{b} \frac{f(t)}{(x-t)^{2}} d t
$$

Therefore, differentiation can be interchanged with integration. For more details one can see, e.g., [197].

So we see that the Dirichlet (and Neumann) boundary value problems for the Helmholtz equation in $\mathcal{O}$ (or in $\mathcal{O}_{e}$ ) are reduced (in view of appropriate integral representations of the solutions) to problems defined on a bounded domain of lower dimension, namely, on the boundary $\partial \mathcal{O}$. Such reductions shift the setting from partial differential (unbounded) operators to boundary integral (compact) operators. The very rich Riesz-Fredholm theory for compact operators is then an indispensable arsenal that, combined with potential theory ${ }^{7}$, provides a powerful mathematical framework. Boundary integral equation methods are also closely related to constructive techniques and are well suited for numerical computations. One can refer in general to the excellent monographs [9], [197], [309], [398], and for acoustic and electromagnetic scattering problems to [103], [106].

[^47]This is the course we follow to deal with boundary value problems and scattering problems for the Maxwell equations supplemented with the Drude-Born-Fedorov constitutive relations. We consider only the perfect conductor boundary condition and transmission boundary conditions, not more general and in particular nonlinear boundary conditions.

Boundary integral operators can also be studied as special cases of pseudodifferential operators. Although the bulk of publications treat the case of $L^{2}$-based spaces, the case of spaces based on $L^{p}, p \neq 2$, is well studied ${ }^{8}$. Further, in the extremely important (e.g., in real engineering problems) case of nonsmooth domains, the behaviour of the dominant singularities of the solution at corners or edges or interior cuts of the domain is the subject of important research. We do not consider any of these aspects.

### 5.6 PROPERTIES OF BELTRAMI FIELDS

In this section we provide some properties of Beltrami fields that will be useful in what follows.

### 5.6.1 Representations in terms of spherical wave functions

### 5.6.1.1 Scalar and vector spherical wave functions

For the reader's convenience, we recall here the definitions of the spherical wave functions that are employed in the following discussion. A classical reference is [325]; in what follows we employ the contemporary condensed notation for these functions (see, e.g., [71]).

Let $\ell=0,1, \ldots$, and let $J_{\ell}, Y_{\ell}$ be the Bessel functions of the first and second kind, respectively. The spherical Bessel functions of the first and second kind, are defined, for $z \in \mathbb{C}$, as

$$
j_{\ell}(z)=\left(\frac{\pi}{2 z}\right)^{1 / 2} J_{\ell+\frac{1}{2}}(z), y_{\ell}(z)=\left(\frac{\pi}{2 z}\right)^{1 / 2} Y_{\ell+\frac{1}{2}}(z)
$$

respectively, while the spherical Hankel function of the first kind is

$$
h_{\ell}^{(1)}(z)=j_{\ell}(z)+i y_{\ell}(z)
$$

Let $m=0, \ldots, \ell$, and $P_{\ell}^{m}$ be the associated Legendre function. For the definitions of the Bessel functions and the associated Legendre function, see, e.g., [259], [325].

Let $(r, \theta, \varphi)$ be the spherical coordinates of the vector $x \in \mathbb{R}^{3}$, and $\widehat{x}=\frac{x}{r}$. The even and odd normalised real scalar spherical harmonic functions are, respectively, defined as

$$
\mathcal{Y}_{\mathrm{e} m \ell}(\widehat{x})=\frac{2-\delta_{m 0}}{2 \pi} \frac{2 \ell+1}{2} \frac{(\ell-m)!}{(\ell+m)!} P_{\ell}^{m}(\cos \theta) \cos m \varphi
$$

[^48]$$
\mathcal{Y}_{\circ m \ell}(\widehat{x})=\frac{2-\delta_{m 0}}{2 \pi} \frac{2 \ell+1}{2} \frac{(\ell-m)!}{(\ell+m)!} P_{\ell}^{m}(\cos \theta) \sin m \varphi,
$$
where $\delta_{m n}$ denotes the Kronecker delta. Let $\ell_{0}:=[\ell(\ell+1)]^{-1 / 2}$. The normalised real vector spherical harmonic functions, $\mathbf{A}_{j \sigma m \ell}, j=1,2,3$, are defined by
\[

$$
\begin{aligned}
& \mathbf{A}_{1 \sigma m \ell}(\widehat{x}):=\ell_{0} r \operatorname{curl}\left(x \mathcal{Y}_{\sigma m \ell}(\widehat{x})\right)=\ell_{0}\left[\widehat{\theta} \frac{1}{\sin \theta} \frac{\partial \mathcal{Y}_{\sigma m \ell}(\widehat{x})}{\partial \varphi}-\widehat{\varphi} \frac{\partial \mathcal{Y}_{\sigma m \ell}(\widehat{x})}{\partial \theta}\right], \\
& \mathbf{A}_{2 \sigma m \ell}(\widehat{x}):=\ell_{0} r \operatorname{grad} \mathcal{Y}_{\sigma m \ell}(\widehat{x})=\ell_{0}\left[\widehat{\theta} \frac{\partial \mathcal{Y}_{\sigma m \ell}(\widehat{x})}{\partial \theta}+\widehat{\varphi} \frac{1}{\sin \theta} \frac{\partial \mathcal{Y}_{\sigma m \ell}(\widehat{x})}{\partial \varphi}\right] \\
& \mathbf{A}_{3 \sigma m \ell}(\widehat{x}):=\widehat{x} \mathcal{Y}_{\sigma m \ell}(\widehat{x}),
\end{aligned}
$$
\]

for $\sigma=\mathrm{e}, \mathrm{o}$, respectively. They constitute a complete orthonormal set on the unit sphere ${ }^{9}$. Finally, the normalised outgoing spherical vector wave functions are ${ }^{10}$

$$
\begin{aligned}
\psi_{1 \sigma m \ell}(x) & :=\ell_{0} \operatorname{curl}\left(x h_{\ell}^{(1)}(k r) \mathcal{Y}_{\sigma m \ell}(\widehat{x})\right)=h_{\ell}^{(1)}(k r) \mathbf{A}_{1 \sigma m \ell}(\widehat{x}) \\
\psi_{2 \sigma m \ell}(x) & :=\ell_{0} \frac{1}{k} \operatorname{curl} \operatorname{curl}\left(x h_{\ell}^{(1)}(k r) \mathcal{Y}_{\sigma m \ell}(\widehat{x})\right) \\
& =\frac{1}{k r}\left[\left(k r h_{\ell}^{(1)}(k r)\right)^{\prime} \mathbf{A}_{2 \sigma m \ell}(\widehat{x})+\ell_{0}^{-1} h_{\ell}^{(1)}(k r) \mathbf{A}_{3 \sigma m \ell}(\widehat{x})\right],
\end{aligned}
$$

where $k$ is the wave number of the vector Helmholtz equation $\left(\Delta+k^{2}\right) \boldsymbol{\psi}=0$.
Since $\boldsymbol{\psi}_{1 \sigma m \ell}(x), \boldsymbol{\psi}_{2 \sigma m \ell}(x)$ are defined via $\mathcal{Y}_{\sigma m \ell}(\widehat{x})$ and $h_{\ell}^{(1)}(k r)$, asymptotic properties for the former (as $r \rightarrow \infty$ ) can be deduced from well-known corresponding properties of the latter; see [28].
5.6.1.2 Beltrami fields in spherical coordinates

Three-dimensional representations for Beltrami fields follow from the concept of toroidal and poloidal field (see, e.g., [268]). In particular, the following representations hold:

$$
Q_{\lambda}(x)=\operatorname{curl}\left[x \tau_{\lambda}(x)\right]+\operatorname{curl} \operatorname{curl}\left[x \vartheta_{\lambda}(x)\right]
$$

where $\tau_{\lambda}(x), \vartheta_{\lambda}(x)$, for $\lambda=\mathrm{L}, \mathrm{R}$, are scalar functions of the position vector $x$ that satisfy the Helmholtz equation and are related by

$$
\tau_{\lambda}(x)=\gamma_{\lambda} \vartheta_{\lambda}(x)
$$

[^49]Using the Helmholtz decomposition, we obtain the following representation in the spherical coordinate system for $Q_{\mathrm{L}}$ and $Q_{\mathrm{R}}$ ([28], [268]):
$Q_{\mathrm{L}}(x)=\sum_{\ell=0}^{\infty} \sum_{m=0}^{\ell} a_{m \ell}\left[\boldsymbol{\psi}_{1 \mathrm{e} m \ell}(x)+\boldsymbol{\psi}_{2 \mathrm{e} m \ell}(x)-i\left(\boldsymbol{\psi}_{1 \mathrm{\circ} \mathrm{~m} \ell}(x)+\boldsymbol{\psi}_{2 \mathrm{o} \mathrm{m} \ell}(x)\right)\right]$,
$Q_{\mathrm{R}}(x)=\sum_{\ell=0}^{\infty} \sum_{m=0}^{\ell} b_{m \ell}\left[\boldsymbol{\psi}_{1 \mathrm{e} m \ell}(x)-\boldsymbol{\psi}_{2 \mathrm{e} m \ell}(x)-i\left(\boldsymbol{\psi}_{1 \mathrm{\circ} m \ell}(x)-\boldsymbol{\psi}_{2 \mathrm{o} \mathrm{m} \ell}(x)\right)\right]$,
where $a_{m \ell}, b_{m \ell}$ are appropriate constants.

### 5.6.2 Integral representations

In this section we establish integral representations for Beltrami fields, which will be used in Section 5.7 to present a generalisation of the Stratton-Chu representation formula of achiral electromagnetics to the chiral case.

Since we work in source-free regions, the divergence of the Beltrami fields appearing in our study is equal to zero, and in view of the identity

$$
\text { curl curl } u=\operatorname{grad} \operatorname{div} u-\Delta u
$$

these fields are solutions of a vector Helmholtz equation of the form

$$
\Delta u+\kappa^{2} u=0
$$

so we may use classical layer potentials in terms of the fundamental solution (5.27) of the Helmholtz equation.

### 5.6.2.1 Interior integral representation

We start with an interior integral representation theorem ([22]) for the solution of the following problem:

$$
\begin{gather*}
\operatorname{curl} Q_{\mathrm{L}}^{\mathrm{i}}=\gamma_{\mathrm{iL}} Q_{\mathrm{L}}^{\mathrm{i}},  \tag{5.29}\\
\operatorname{curl} Q_{\mathrm{R}}^{\mathrm{i}}=-\gamma_{\mathrm{iR}} Q_{\mathrm{R}}^{\mathrm{i}}, \quad \text { in } \mathcal{O} .
\end{gather*}
$$

ThEOREM 5.6.1 Let $Q_{L}^{\mathrm{i}}, Q_{R}^{\mathrm{i}} \in C^{1}(\mathcal{O}) \cap C(\overline{\mathcal{O}})$ solve the system of equations (5.29). Then, for $\lambda=L, R$,

$$
\begin{align*}
-\mathbf{1}_{\mathcal{O}}(x) Q_{\lambda}^{\mathrm{i}}(x) & =\operatorname{curl} \int_{\partial \mathcal{O}}\left(n(y) \times Q_{\lambda}^{\mathrm{i}}(y)\right) \Phi\left(x, y ; \gamma_{\mathrm{i} \mathrm{\lambda}}\right) d s(y) \\
& +\frac{\mathfrak{m}_{\lambda}}{\gamma_{\mathrm{i} \lambda}} \operatorname{curlcurl} \int_{\partial \mathcal{O}}\left(n(y) \times Q_{\lambda}^{\mathrm{i}}(y)\right) \Phi\left(x, y ; \gamma_{\mathrm{i} \lambda}\right) d s(y),( \tag{5.30}
\end{align*}
$$

where $\mathbf{1}_{\mathcal{O}}$ is the characteristic (indicator) function of $\mathcal{O}$ and $\mathfrak{m}_{\lambda}$ is defined in (5.8).

### 5.6.2.2 Exterior integral representation

We now consider integral representations for the corresponding exterior problem (see [22]),

$$
\begin{align*}
& \operatorname{curl} Q_{\mathrm{L}}^{\mathrm{e}}=\gamma_{\mathrm{eL}} Q_{\mathrm{L}}^{\mathrm{e}},  \tag{5.31}\\
& \operatorname{curl} Q_{\mathrm{R}}^{\mathrm{e}}=-\gamma_{\mathrm{eR}} Q_{\mathrm{R}}^{\mathrm{e}}, \quad \text { in } \mathcal{O}_{e} .
\end{align*}
$$

with the radiation conditions,

$$
\begin{align*}
& \widehat{x} \times Q_{\mathrm{L}}^{\mathrm{e}}(x)+\mathrm{i} Q_{\mathrm{L}}^{\mathrm{e}}(x)=o\left(|x|^{-1}\right), \quad|x| \rightarrow \infty,  \tag{5.32}\\
& \widehat{x} \times Q_{\mathrm{R}}^{\mathrm{e}}(x)-\mathrm{i} Q_{\mathrm{R}}^{\mathrm{e}}(x)=o\left(|x|^{-1}\right), \quad|x|
\end{align*}
$$

uniformly for all directions $\widehat{x}$.
ThEOREM 5.6.2 Let $Q_{L}^{\mathrm{e}}, Q_{R}^{\mathrm{e}} \in C^{1}\left(\mathcal{O}_{e}\right) \cap C\left(\overline{\mathcal{O}_{e}}\right)$ solve the system of equations (5.16) - (5.32). Then, for $\lambda=L, R$,

$$
\begin{align*}
\mathbf{1}_{\mathcal{O}_{e}}(x) Q_{\lambda}^{\mathrm{e}}(x) & =\operatorname{curl} \int_{\partial \mathcal{O}}\left(n(y) \times Q_{\lambda}^{\mathrm{e}}(y)\right) \Phi\left(x, y ; \gamma_{\mathrm{e} \lambda}\right) d s(y) \\
& +\frac{\mathfrak{m}_{\lambda}}{\gamma_{\mathrm{e} \lambda}} \operatorname{curlcurl} \int_{\partial \mathcal{O}}\left(n(y) \times Q_{\lambda}^{\mathrm{e}}(y)\right) \Phi\left(x, y ; \gamma_{\mathrm{e} \lambda}\right) d s(y) \tag{5.33}
\end{align*}
$$

where $\mathbf{1}_{\mathcal{O}_{e}}$ is the characteristic (indicator) function of $\mathcal{O}_{e}$ and $\mathfrak{m}_{\lambda}$ is defined in (5.8).

### 5.7 SOLVABILITY

In this section we establish the existence and uniqueness of solutions of the perfect conductor problem, the chiral scatterer in an achiral environment transmission problem, and the chiral scatterer in a chiral environment transmission problem. We present first weak and then classical solvability. We follow a BIE approach.

### 5.7.1 Integral representation

Using Bohren's decomposition (5.5) and the integral representations (5.30) and (5.33), a straightforward calculation leads to the following generalisation of the Stratton-Chu integral representation formulae for chiral media. We introduce, for convenience, fields $U$ and $\mathbb{U}$ (the "dual" field of $U$ ) as:

$$
\begin{equation*}
\text { If } U=E \text { then } \mathbb{U}=\mathrm{i} H \text {, while if } U=H \text { then } \mathbb{U}=-\mathrm{i} E \text {. } \tag{5.34}
\end{equation*}
$$

Theorem 5.7.1 ([22]) For $x$ in a chiral body embedded in an achiral space, and $y$ on its boundary, we have the Stratton-Chu integral representation formula for chiral media:

$$
\begin{align*}
-8 U^{\mathrm{i}}(x) & =\sum_{\lambda=L, R} \operatorname{curl} \int_{\partial \mathcal{O}}\left(n(y) \times U^{\mathrm{i}}(y)\right) \Phi\left(x, y ; \gamma_{i \lambda}\right) d s(y) \\
& +\sum_{\lambda=L, R} \frac{\mathfrak{m}_{\lambda}}{\gamma_{\mathrm{i} L}} \operatorname{curlcurl} \int_{\partial \mathcal{O}}\left(n(y) \times U^{\mathrm{i}}(y)\right) \Phi\left(x, y ; \gamma_{\mathrm{i} \lambda}\right) d s(y) \\
& +\sum_{\lambda=L, R} \mathfrak{m}_{\lambda} \operatorname{curl} \int_{\partial \mathcal{O}}\left(n(y) \times \mathbb{U}^{\mathrm{i}}(y)\right) \Phi\left(x, y ; \gamma_{\mathrm{i} \lambda}\right) d s(y)  \tag{5.35}\\
& +\sum_{\lambda=L, R} \frac{1}{\gamma_{\mathrm{i} L}} \operatorname{curlcurl} \int_{\partial \mathcal{O}}\left(n(y) \times \mathbb{U}^{\mathrm{i}}(y)\right) \Phi\left(x, y ; \gamma_{\mathrm{i} \lambda}\right) d s(y)
\end{align*}
$$

where $x \in \mathcal{O}, y \in \partial \mathcal{O}$ and the superscript " i " denotes the interior fields and $\mathfrak{m}_{\lambda}$ is defined in (5.8).

Remark 5.7.2 An alternative representation, using a dyadic Green function, can be found in [34].

REmARK 5.7.3 If $\beta=0$, the usual (achiral) Stratton-Chu integral representation formula is obtained (see [103]).

### 5.7.2 Layer potentials and boundary integral operators

Definition 5.7.4 Let $y \in \partial \mathcal{O}$. Given a continuous density function $v(y)$, the single-layer potential of $v$ is

$$
\left(\mathrm{V}^{\mathrm{i}}(k) v\right)(x):=\int_{\partial \mathcal{O}} v(y) \Phi(x, y ; k) d s(y), x \in \mathcal{O}
$$

Definition 5.7.5 Given a tangential vector density, $a \in C_{t}(\partial \mathcal{O})$, the doublelayer potential of a is

$$
\left(\mathrm{M}^{\mathrm{i}}(k) a\right)(x):=\operatorname{curl}\left\{\mathrm{V}^{\mathrm{i}}(k) a\right\}
$$

Further, define

$$
\left(\mathrm{N}^{\mathrm{i}}(k) a\right)(x):=\operatorname{curl}\left\{\mathrm{M}^{\mathrm{i}}(k) a\right\}
$$

We shall use the superscript "e" to indicate that $x \in \mathcal{O}_{e}$ in the above definitions.

It is known ([342]) that there are continuous extensions

$$
\begin{gathered}
\mathrm{M}^{\mathrm{i}}(k), \mathrm{N}^{\mathrm{i}}(k): \quad H^{1 / 2}(\operatorname{div}, \partial \mathcal{O}) \rightarrow H_{\mathrm{Div}}^{1}(\mathcal{O}), \\
\mathrm{M}^{\mathrm{e}}(k), \mathrm{N}^{\mathrm{e}}(k): \quad H^{1 / 2}(\operatorname{div}, \partial \mathcal{O}) \rightarrow H_{\mathrm{Div}, l o c}^{1}\left(\mathcal{O}_{e}\right) .
\end{gathered}
$$

Let us now introduce appropriate boundary integral operators. For $x \in$ $\partial \mathcal{O}$, they are defined as

$$
\mathrm{M}(k) v(x):=n \times \mathrm{pv} \int_{\partial \mathcal{O}}\left(\operatorname{grad}_{x} \Phi(x, y ; k)\right) \times v(y) d s(y)
$$

and
$\mathrm{N}(k) v(x):=n \times\left(\operatorname{grad} \int_{\partial \mathcal{O}} \Phi(x, y ; k) \operatorname{Div} v(y) d s(y)+k^{2} \int_{\partial \mathcal{O}} \Phi(x, y ; k) v(y) d s(y)\right)$.
It is known ([178], [257], [341], [342]) that there are continuous extensions

$$
\mathrm{M}(k), \mathrm{N}(k): H^{1 / 2}(\operatorname{div}, \partial \mathcal{O}) \rightarrow H^{1 / 2}(\operatorname{div}, \partial \mathcal{O})
$$

and that $\mathrm{M}(k)$ is compact. Furthermore, the mappings

$$
\begin{aligned}
& \mathrm{M}(k): H_{t}^{r}(\partial \mathcal{O}) \rightarrow H_{t}^{r+1}(\partial \mathcal{O}), r \in \mathbb{R} \\
& \mathrm{~N}(k): H_{t}^{r}(\partial \mathcal{O}) \rightarrow H_{t}^{r-1}(\partial \mathcal{O}), r \in \mathbb{R}
\end{aligned}
$$

are continuous.
Additionally, if $v \in H^{1 / 2}(\operatorname{div}, \partial \mathcal{O})$, we have for the traces on $\partial \mathcal{O}$

$$
\begin{gathered}
\mathrm{M}(k) v=n \times \mathrm{M}^{\mathrm{i}}(k) v+\frac{1}{2} v=n \times \mathrm{M}^{\mathrm{e}}(k) v-\frac{1}{2} v \\
\mathrm{~N}(k) v=n \times \mathrm{N}^{\mathrm{i}}(k) v=n \times \mathrm{N}^{\mathrm{e}}(k) v
\end{gathered}
$$

### 5.7.3 Boundary integral equations

### 5.7.3.1 The perfect conductor problem

It is not hard to show that in terms of the above boundary integral operators, the perfect conductor problem (5.16), (5.17), (5.18) admits (formally) a solution given by the following ansatz:

$$
\begin{aligned}
& Q_{\mathrm{L}}^{\mathrm{e}}:=\mathrm{i} \eta_{\mathrm{e}}\left[\gamma_{\mathrm{eL}} \mathrm{M}\left(\gamma_{\mathrm{eL}}\right)+\mathrm{N}\left(\gamma_{\mathrm{eL}}\right)\right] \phi, \quad \phi \in H^{1 / 2}(\operatorname{div}, \partial \mathcal{O}), \\
& Q_{\mathrm{R}}^{\mathrm{e}}:=\left[-\gamma_{\mathrm{eR}} \mathrm{M}\left(\gamma_{\mathrm{eR}}\right)+\mathrm{N}\left(\gamma_{\mathrm{eR}}\right)\right] \phi, \quad \phi \in H^{1 / 2}(\operatorname{div}, \partial \mathcal{O})
\end{aligned}
$$

Let

$$
\mathrm{A}_{\mathrm{L}, \mathrm{R}}:=\gamma_{\mathrm{eL}} \mathrm{M}\left(\gamma_{\mathrm{eL}}\right)+\gamma_{\mathrm{eR}} \mathrm{M}\left(\gamma_{\mathrm{eR}}\right)+\mathrm{N}\left(\gamma_{\mathrm{eL}}\right)-\mathrm{N}\left(\gamma_{\mathrm{eR}}\right)
$$

$Q_{\mathrm{L}}^{\mathrm{e}}$ and $Q_{\mathrm{R}}^{\mathrm{e}}$ will satisfy (5.18) if and only if

$$
\begin{equation*}
\mathrm{i} \eta_{\mathrm{e}}\left[\frac{1}{2} \gamma_{\mathrm{eL}} I+\frac{1}{2} \gamma_{\mathrm{eR}} I+\mathrm{A}_{\mathrm{L}, \mathrm{R}}\right] \phi=f \tag{5.36}
\end{equation*}
$$

where $I$ is the identity operator. The operator $\gamma_{\text {eL }} \mathrm{M}\left(\gamma_{\mathrm{eL}}\right)+\gamma_{\mathrm{eR}} \mathrm{M}\left(\gamma_{\mathrm{eR}}\right)$ is compact on $H_{t}^{1 / 2}(\partial \mathcal{O})$ and on $H^{1 / 2}(\operatorname{div}, \partial \mathcal{O})$, while $\mathrm{N}\left(\gamma_{\text {eL }}\right)-\mathrm{N}\left(\gamma_{\text {er }}\right)$ is compact on $H_{t}^{1 / 2}(\partial \mathcal{O})$ (but not on $H^{1 / 2}(\operatorname{div}, \partial \mathcal{O})$ ) (see [304]).

It is our purpose to show that the operator

$$
\frac{1}{2} \gamma_{\mathrm{eL}} I+\frac{1}{2} \gamma_{\mathrm{eR}} I+\mathrm{A}_{\mathrm{L}, \mathrm{R}}: H_{t}^{1 / 2}(\partial \mathcal{O}) \rightarrow H_{t}^{1 / 2}(\partial \mathcal{O})
$$

is invertible in $H_{t}^{1 / 2}(\partial \mathcal{O})$. Then (5.36) will be solvable, and the perfect conductor problem in its Beltrami fields formulation will be as well. Next, by a regularity argument, we shall show that the established solution is in $H^{1 / 2}(\operatorname{div}, \partial \mathcal{O})$.

A first step is to prove that the corresponding homogeneous problem ((5.36) with $f=0$ ) admits only the trivial solution. This is done using different techniques found in [11] for $\gamma_{\mathrm{eL}}>0$ and $\gamma_{\mathrm{er}}>0$, and in [24] allowing complex $\gamma_{\mathrm{eL}}$ and $\gamma_{\mathrm{eR}}$, at least one of which has a positive imaginary part:

Lemma 5.7.6 Assume that at least one of $\mathcal{I} m \gamma_{\mathrm{eL}}, \mathcal{I} m \gamma_{\mathrm{eR}}$ is positive. Let $\phi \in H^{1 / 2}(\operatorname{div}, \partial \mathcal{O})$ satisfy

$$
\begin{equation*}
\left[\frac{1}{2} \gamma_{e L} I+\frac{1}{2} \gamma_{\mathrm{eR}} I+\mathrm{A}_{L, R}\right] \phi=0 \tag{5.37}
\end{equation*}
$$

Then $\phi=0$.
Based on this lemma, and using the standard Fredholm theory (see Section A.6, Appendix A) we end up ([24]) with the following theorem.

Theorem 5.7.7 For $f \in H_{t}^{1 / 2}(\partial \mathcal{O})$, the boundary integral equation (5.36) has a unique solution $\phi$ in $H_{t}^{1 / 2}(\partial \mathcal{O})$. Further, if $f \in H^{1 / 2}(\operatorname{div}, \partial \mathcal{O})$ then, $\left.\phi \in H^{1 / 2}(\operatorname{div}, \partial \mathcal{O})\right)$.

Proof. (Sketch) Let us note that since ${ }^{11}$ (see [341], [304])

$$
\begin{equation*}
\mathrm{A}_{\mathrm{L}, \mathrm{R}}: H_{t}^{1 / 2}(\partial \mathcal{O}) \rightarrow H_{t}^{3 / 2}(\partial \mathcal{O}) \stackrel{c}{\hookrightarrow} H^{1 / 2}(\operatorname{div}, \partial \mathcal{O}) \tag{5.38}
\end{equation*}
$$

if $\psi \in H_{t}^{1 / 2}(\partial \mathcal{O})$ is a solution of $(5.37)$, then $\psi \in H^{1 / 2}(\operatorname{div}, \partial \mathcal{O})$. But, by Lemma 5.7.6, $\psi=0$, i.e., the homogeneous problem has only the trivial solution. The operator $A_{\mathrm{L}, \mathrm{R}}$ is compact in $H_{t}^{1 / 2}(\partial \mathcal{O})$, and hence, by the Fredholm theory (see Section A.6, Appendix A), (5.36) has a unique solution $\phi \in H_{t}^{1 / 2}(\partial \mathcal{O})$. Then

$$
\mathrm{i} \eta_{\mathrm{e}} \mathrm{~A}_{\mathrm{L}, \mathrm{R}} \phi+\frac{1}{2} \mathrm{i} \eta_{\mathrm{e}}\left(\gamma_{\mathrm{eL}}+\gamma_{\mathrm{eR}}\right) \phi=f
$$

whereby

$$
\phi=-\frac{2 \mathrm{i}}{\eta_{\mathrm{e}}\left(\gamma_{\mathrm{eL}}+\gamma_{\mathrm{eR}}\right)}\left\{f-\mathrm{i} \eta_{\mathrm{e}} \mathrm{~A}_{\mathrm{L}, \mathrm{R}} \phi\right\}
$$

Since $f \in H^{1 / 2}(\operatorname{div}, \partial \mathcal{O})$, by (5.38) it finally follows that $\phi \in H^{1 / 2}(\operatorname{div}, \partial \mathcal{O})$, thus completing the proof.

REmARK 5.7.8 In the case of the chiral scatterer in an achiral environment transmission problem, Theorem 5.7.7 covers the results of [341], where the parameters $\varepsilon_{i}, \mu_{i}$, and $\beta_{i}$ are assumed to be real (while here we allow complex values as well), and [39], where a variational method involving a volume (and not a surface, as here) formulation is used.

In addition, using regularity arguments in [241] and [103], and recalling that $f=-n \times E^{\text {inc }}$, we have the following result ([356]).

Theorem 5.7.9 If the boundary $\partial \mathcal{O}$ is of class $C^{3, \alpha}$, the integral equation (5.36) has a unique solution in $C_{t}(\partial \mathcal{O})$.

### 5.7.3.2 The transmission problem

As above, we derive a pair of coupled BIEs using an ansatz in each region.
In $\mathcal{O}$, assume

$$
\begin{aligned}
Q_{\mathrm{L}}^{\mathrm{i}} & =\left[\gamma_{\mathrm{iL}} \mathrm{M}^{\mathrm{i}}\left(\gamma_{\mathrm{iL}}\right)+\mathrm{N}^{\mathrm{i}}\left(\gamma_{\mathrm{iL}}\right)\right] \phi_{1}, \quad \phi_{1} \in H^{1 / 2}(\operatorname{div}, \partial \mathcal{O}), \\
Q_{\mathrm{R}}^{\mathrm{i}} & =\left[-\gamma_{\mathrm{iR}} \mathrm{M}^{\mathrm{i}}\left(\gamma_{\mathrm{iR}}\right)+\mathrm{N}^{\mathrm{i}}\left(\gamma_{\mathrm{iR}}\right)\right] \phi_{2}, \quad \phi_{2} \in H^{1 / 2}(\operatorname{div}, \partial \mathcal{O}),
\end{aligned}
$$

and in $\mathcal{O}_{e}$, assume

$$
\begin{aligned}
& Q_{\mathrm{L}}^{\mathrm{e}}=\left[\gamma_{\mathrm{eL}} \mathrm{M}^{\mathrm{e}}\left(\gamma_{\mathrm{eL}}\right)+\mathrm{N}^{\mathrm{e}}\left(\gamma_{\mathrm{eL}}\right)\right]\left(\zeta_{11} \phi_{1}+\zeta_{12} \phi_{2}\right), \\
& Q_{\mathrm{R}}^{\mathrm{e}}=\left[-\gamma_{\mathrm{eR}} \mathrm{M}^{\mathrm{e}}\left(\gamma_{\mathrm{eR}}\right)+\mathrm{N}^{\mathrm{e}}\left(\gamma_{\mathrm{eR}}\right)\right]\left(\zeta_{21} \phi_{1}+\zeta_{22} \phi_{2}\right),
\end{aligned}
$$

for some complex constants $\zeta_{11}, \zeta_{12}, \zeta_{21}, \zeta_{22}$.
This leads to a matrix boundary integral equation of the form

$$
\begin{equation*}
\left(\mathrm{L}_{0}+\mathrm{K}\right) \breve{\phi}=\breve{f} \tag{5.39}
\end{equation*}
$$

[^50]where $\breve{\phi}=\left(\phi_{1}, \phi_{2}\right)^{t r}, \breve{f}=\left(f_{1}, f_{2}\right)^{t r}$,
$$
\mathrm{K}: H_{t}^{1 / 2}(\partial \mathcal{O}) \times H_{t}^{1 / 2}(\partial \mathcal{O}) \rightarrow H_{t}^{3 / 2}(\partial \mathcal{O}) \times H_{t}^{3 / 2}(\partial \mathcal{O})
$$
is a continuous operator given by
\[

\mathrm{K}=\left($$
\begin{array}{ll}
\mathrm{K}_{11} & \mathrm{~K}_{12} \\
\mathrm{~K}_{21} & \mathrm{~K}_{22}
\end{array}
$$\right)
\]

where

$$
\begin{aligned}
\mathrm{K}_{11} & =\gamma_{\mathrm{iL}} \mathrm{M}\left(\gamma_{\mathrm{iL}}\right)-\gamma_{\mathrm{eL}} \zeta_{11} \mathrm{M}\left(\gamma_{\mathrm{eL}}\right)-\mathrm{i} \eta_{\mathrm{e}} \gamma_{\mathrm{eR}} \zeta_{21} \mathrm{M}\left(\gamma_{\mathrm{eR}}\right)-\zeta_{11} \mathrm{~N}\left(\gamma_{\mathrm{eL}}\right) \\
& +\mathrm{N}\left(\gamma_{\mathrm{iL}}\right)+\mathrm{i} \eta_{\mathrm{e}} \zeta_{21} \mathrm{~N}\left(\gamma_{\mathrm{eR}}\right), \\
\mathrm{K}_{12} & =-\mathrm{i} \eta_{\mathrm{i}} \gamma_{\mathrm{iR}} \mathrm{M}\left(\gamma_{\mathrm{iR}}\right)-\gamma_{\mathrm{eL}} \zeta_{12} \mathrm{M}\left(\gamma_{\mathrm{eL}}\right)-\mathrm{i} \eta_{\mathrm{e}} \gamma_{\mathrm{eR}} \zeta_{22} \mathrm{M}\left(\gamma_{\mathrm{eR}}\right)-\zeta_{12} \mathrm{~N}\left(\gamma_{\mathrm{eL}}\right) \\
& +\zeta_{22} \mathrm{i} \eta_{\mathrm{e}} \mathrm{~N}\left(\gamma_{\mathrm{eR}}\right)-\mathrm{i} \eta_{\mathrm{i}} \mathrm{~N}\left(\gamma_{\mathrm{iR}}\right), \\
\mathrm{K}_{21} & =-\mathrm{i} \eta_{\mathrm{i}}^{-1} \gamma_{\mathrm{iL}} \mathrm{M}\left(\gamma_{\mathrm{iL}}\right)+\gamma_{\mathrm{eR}} \zeta_{21} \mathrm{M}\left(\gamma_{\mathrm{eR}}\right)+\mathrm{i} \eta_{\mathrm{e}}^{-1} \gamma_{\mathrm{eL}} \zeta_{11} \mathrm{M}\left(\gamma_{\mathrm{eL}}\right)-\zeta_{21} \mathrm{M}\left(\gamma_{\mathrm{eR}}\right) \\
& +\zeta_{11} \mathrm{i} \eta_{\mathrm{e}}^{-1} N\left(\gamma_{\mathrm{eL}}\right)-\mathrm{i} \eta_{\mathrm{i}}^{-1} N\left(\gamma_{\mathrm{iL}}\right), \\
\mathrm{K}_{22} & =-\gamma_{\mathrm{iR}} \mathrm{M}\left(\gamma_{\mathrm{iR}}\right)+\gamma_{\mathrm{eR}} \zeta_{22} \mathrm{M}\left(\gamma_{\mathrm{eR}}\right)+\mathrm{i} \eta_{\mathrm{i}}^{-1} \gamma_{\mathrm{eL}} \zeta_{12} \mathrm{M}\left(\gamma_{\mathrm{eL}}\right)-\zeta_{22} \mathrm{~N}\left(\gamma_{\mathrm{eR}}\right) \\
& +\mathrm{N}\left(\gamma_{\mathrm{iR}}\right)+\zeta_{12} \mathrm{i} \eta_{\mathrm{e}}^{-1} \mathrm{~N}\left(\gamma_{\mathrm{eL}}\right),
\end{aligned}
$$

and

$$
\mathrm{L}_{0}=\left(\begin{array}{ll}
\mathrm{L}_{11} & \mathrm{~L}_{12} \\
\mathrm{~L}_{21} & \mathrm{~L}_{22}
\end{array}\right)
$$

is given by

$$
\begin{aligned}
\mathrm{L}_{11} & =-\frac{1}{2}\left(\zeta_{11} \gamma_{\mathrm{eL}}+\mathrm{i} \eta_{\mathrm{e}} \zeta_{21} \gamma_{\mathrm{eR}}+\gamma_{\mathrm{iL}}\right) I, \\
\mathrm{~L}_{12} & =-\frac{1}{2}\left(\zeta_{12} \gamma_{\mathrm{eL}}+\mathrm{i} \eta_{\mathrm{e}} \zeta_{22} \gamma_{\mathrm{eR}}+\mathrm{i} \eta_{\mathrm{i}} \gamma_{\mathrm{iR}}\right) I, \\
\mathrm{~L}_{21} & =\frac{1}{2}\left(\zeta_{21} \gamma_{\mathrm{eR}}+\mathrm{i} \eta_{\mathrm{e}}^{-1} \zeta_{11} \gamma_{\mathrm{eL}}+\mathrm{i} \eta_{\mathrm{i}}^{-1} \gamma_{\mathrm{iL}}\right) I, \\
\mathrm{~L}_{22} & =\frac{1}{2}\left(\zeta_{22} \gamma_{\mathrm{eR}}+\mathrm{i} \eta_{\mathrm{e}}^{-1} \zeta_{12} \gamma_{\mathrm{eL}}-\gamma_{\mathrm{iR}}\right) I,
\end{aligned}
$$

where $\zeta_{11}, \zeta_{12}, \zeta_{21}, \zeta_{22}$ are chosen so that we get as simple as possible equations, in which hypersingular operators appear in suitable, compact combinations. Such a choice ([21]) is given by
$\zeta_{11}=\frac{1}{2}\left(1+\frac{\eta_{\mathrm{e}}}{\eta_{\mathrm{i}}}\right), \zeta_{12}=\frac{\mathrm{i}}{2}\left(\eta_{\mathrm{e}}-\eta_{\mathrm{i}}\right), \zeta_{21}=\frac{\mathrm{i}}{2}\left(\frac{1}{\eta_{\mathrm{e}}}-\frac{1}{\eta_{\mathrm{i}}}\right), \zeta_{22}=\frac{1}{2}\left(1+\frac{\eta_{\mathrm{i}}}{\eta_{\mathrm{e}}}\right)$.
Again, the first step is to show ([21]) the following lemma.
Lemma 5.7.10 Let $\eta_{e} \eta_{i}^{-1}>0$. Then the homogeneous version of (5.39) has only the trivial solution.

To establish solvability of the chiral scatterer in a chiral environment transmission problem, we need to use the analytic Fredholm theory (Theorem A.6.8 in Appendix A), (instead of the standard Fredholm theory, as for the perfect conductor problem in Theorem 5.7.7), since now there are values of $\eta_{e} \eta_{i}^{-1}$ for which the operator $\mathrm{L}_{0}$ is not invertible. Hence:

ThEOREM 5.7.11 Let $\mu_{i}, \varepsilon_{i}, \varepsilon_{e}, \beta_{i}, \beta_{e}$ be fixed. For $\breve{f} \in H^{1 / 2}(\partial \mathcal{O}) \times$ $H_{t}^{1 / 2}(\partial \mathcal{O})$ the integral equation (5.39) has a unique solution in $H_{t}^{1 / 2}(\partial \mathcal{O}) \times$ $H^{1 / 2}(\partial \mathcal{O})$, except for a discrete set of values of $\mu_{e}$. Moreover, if $\phi \in$ $H^{1 / 2}(\partial \mathcal{O}) \times H_{t}^{1 / 2}(\partial \mathcal{O})$ is a solution of the integral equation (5.39), and if $\breve{f} \in$ $H^{1 / 2}(\operatorname{div}, \partial \mathcal{O}) \times H^{1 / 2}(\operatorname{div}, \partial \mathcal{O})$, then $\breve{\phi} \in H^{1 / 2}(\operatorname{div}, \partial \mathcal{O}) \times H^{1 / 2}(\operatorname{div}, \partial \mathcal{O})$.

In addition, we have the following regularity result ([25]).
Theorem 5.7.12 If the boundary $\partial \mathcal{O}$ is of class $C^{3, \alpha}$, then the weak solution established in Theorem 5.7.11 is in $C_{t}(\partial \mathcal{O}) \times C_{t}(\partial \mathcal{O})$.

### 5.7.4 On radiation conditions

The rôle of a radiation condition is twofold. From the mathematical point of view it ensures uniqueness of solutions. From the physical point of view it ensures that the scattered waves are not incoming at infinity, a physically plausible demand.

Let us now discuss radiation conditions for chiral media of infinite extent. Assume that $\mathcal{O}_{e}$ is filled with a chiral material of parameters $\mu_{e}, \varepsilon_{e}, \beta_{e}$. A given incident electromagnetic wave $E^{\text {inc }}, H^{\text {inc }}$ of the form (5.7), propagating in $\mathcal{O}_{e}$, is incident on $\mathcal{O}:=\mathbb{R}^{3} \backslash \overline{\mathcal{O}_{e}}$. The total electromagnetic field $E^{\mathrm{t}}, H^{\mathrm{t}}$ in $\mathcal{O}_{e}$ is given by (5.9), where $E^{\mathrm{e}}, H^{\mathrm{e}}$ is the scattered field. The Maxwell equations under the Drude-Born-Fedorov constitutive relations in $\mathcal{O}_{e}$ are (5.11). Define (see Section 5.7.2):

$$
\begin{aligned}
\mathrm{K}_{\mathcal{O}_{e}} & :=\mathrm{M}^{\mathrm{e}}\left(\gamma_{\mathrm{eL}}\right)+\mathrm{M}^{\mathrm{e}}\left(\gamma_{\mathrm{eR}}\right)+\frac{1}{\gamma_{\mathrm{eL}}} \mathrm{~N}^{\mathrm{e}}\left(\gamma_{\mathrm{eL}}\right)+\frac{1}{\gamma_{\mathrm{eR}}} \mathrm{~N}^{\mathrm{e}}\left(\gamma_{\mathrm{eR}}\right), \\
\mathrm{D}_{\mathcal{O}_{e}} & :=\mathrm{M}^{\mathrm{e}}\left(\gamma_{\mathrm{eL}}\right)-\mathrm{M}^{\mathrm{e}}\left(\gamma_{\mathrm{eR}}\right)+\frac{1}{\gamma_{\mathrm{eL}}} \mathrm{~N}^{\mathrm{e}}\left(\gamma_{\mathrm{eL}}\right)-\frac{1}{\gamma_{\mathrm{eR}}} \mathrm{~N}^{\mathrm{e}}\left(\gamma_{\mathrm{eR}}\right),
\end{aligned}
$$

and

$$
\mathrm{P}_{\mathcal{O}_{e}, L, R}:=2\left(\begin{array}{cc}
\mathrm{K}_{\mathcal{O}_{e}} & \mathrm{i} \eta_{\mathrm{e}} \mathrm{D}_{\mathcal{O}_{e}} \\
-\frac{i}{\eta_{\mathrm{e}}} \mathrm{D}_{\mathcal{O}_{e}} & \mathrm{~K}_{\mathcal{O}_{e}}
\end{array}\right)
$$

Then, along the lines of proof of (5.35), we have the following exterior representation formula (see also [11]) expressed in terms of the boundary integral operators $\mathrm{M}^{\mathrm{e}}$ and $\mathrm{N}^{\mathrm{e}}$ :

$$
\begin{equation*}
\binom{E^{\mathrm{t}}(x)}{H^{\mathrm{t}}(x)}=\binom{E^{\mathrm{inc}}(x)}{H^{\mathrm{inc}}(x)}+\mathrm{P}_{\mathcal{O}_{e}, L, R}\binom{n \times\left. E^{\mathrm{t}}\right|_{\partial \mathcal{O}}}{n \times\left. H^{\mathrm{t}}\right|_{\partial \mathcal{O}}} . \tag{5.40}
\end{equation*}
$$

Let $B_{\mathrm{R}}$ be a ball in $\mathbb{R}^{3}$ such that $\overline{\mathcal{O}} \subset B_{\mathrm{R}}$. The meaning of the symbol $\mathrm{P}_{\partial B_{R}, L, R}$ is then obvious. The following result (Theorem 4.3 in [11]) settles the issue of radiation conditions for chiral media.

Theorem 5.7.13 Let $u, v \in\left(C^{1,1}\left(\partial \mathcal{O}_{e}\right)\right)^{3}$, and define $E^{\mathrm{t}}$, $H^{\mathrm{t}}$ by

$$
\begin{equation*}
\binom{E^{\mathrm{t}}-E^{\mathrm{inc}}}{H^{\mathrm{t}}-H^{\mathrm{inc}}}=\mathrm{P}_{\mathcal{O}_{e}, L, R}\binom{n \times u}{n \times v} \tag{5.41}
\end{equation*}
$$

Then $E^{\mathrm{t}}, H^{\mathrm{t}}$ satisfy the Maxwell equations (5.11) in $\mathcal{O}_{e}$ and the SilverMüller radiation condition

$$
\begin{equation*}
\left|\widehat{x} \times H^{\mathrm{e}}(x)+\eta_{e}^{-1} E^{\mathrm{e}}(x)\right|=O\left(|x|^{-2}\right),|x| \rightarrow \infty, \tag{5.42}
\end{equation*}
$$

where $E^{\mathrm{e}}=E^{\mathrm{t}}-E^{\mathrm{inc}}, H^{\mathrm{e}}=H^{\mathrm{t}}-H^{\text {inc }}$. Conversely, if $E^{\mathrm{t}}, H^{\mathrm{t}}$ satisfy (5.11) in $\mathcal{O}_{e}$, and

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \mathrm{P}_{\partial B_{R}, L, R}\binom{n \times\left. E^{\mathrm{t}}\right|_{\partial B_{R}}}{n \times\left. H^{\mathrm{t}}\right|_{\partial B_{R}}}=0 \tag{5.43}
\end{equation*}
$$

in the sense that the left-hand side, together with all its derivatives, tends uniformly to zero on compact sets as $R \rightarrow \infty$, then $E^{\mathrm{t}}, H^{\mathrm{t}}$ have the representation (5.41), with $u=E^{\mathrm{t}}$ and $v=H^{\mathrm{t}}$.

Remark 5.7.14 The case of the anisotropic Maxwell system is treated in [81]. This system (like its isotropic counterpart) is not strongly elliptic. The determination of appropriate radiation conditions is closely related to the asymptotic properties of the corresponding fundamental solutions, and in this case is very difficult. Recall that in the frequency domain, the Maxwell system takes the form (2.17). In the special case in (2.18) that the constituent matrices $\xi_{\overparen{\tilde{F}}}=\zeta_{\overparen{\tilde{s}}}=0$ while $\varepsilon_{\overparen{\tilde{s}}}$ and $\mu_{\overparen{\mathcal{F}}}$ are real-valued, symmetric, positive definite and proportional to each other (there exists a $\varrho>0$ such that $\varepsilon_{\overparen{\tilde{F}}}=\varrho \mu_{\overparen{\tilde{s}}}$, a fundamental solution is explicitly constructed, a SilverMüller type of radiation condition is formulated, and uniqueness theorems are proved for exterior boundary value problems.

REmARK 5.7.15 More general notions than that of a standard radiation condition have been introduced. The starting point has historically been the scalar Helmholtz equation $\Delta u+k^{2} u=0$, regarded as the steady-state oscillation equation of the dissipative wave equation $\partial_{t t} U+\varrho \partial_{t} U-c^{2} \Delta U=0$ (i.e., $U(x, t)=u(x) e^{-i \varpi t}$, with frequency $\varpi>0$ and wave number $k:=$ $\left.\varpi(\varpi+i \varrho) / c^{2}\right)$. Recall that the appropriate radiation conditions for the scalar Helmholtz equation in dimension 3 are the Sommerfeld radiation conditions $u(x)=O\left(|x|^{-1}\right), \frac{\partial u}{\partial|x|}(x)-i k u(x)=o\left(|x|^{-1}\right)$, or the weaker version $\lim _{R \rightarrow \infty} \int_{|x|=R}\left|\frac{\partial u}{\partial|x|}(x)-i k u(x)\right|^{2} d s=0$. The formulation of a general "radiation principle", that does not depend on the form of the unbounded domain in which the solution of the steady-state oscillation problem is sought, would be important. There are two possible approaches.
$\triangleright$ The Limiting Amplitude Principle, according to which the solution of the steady-state oscillation equation is determined uniquely by the requirement that it be the limit as $t \rightarrow \infty$ of the amplitude of the solution of the Cauchy problem with zero initial condition for the wave equation with periodic right-hand side. For a generalisation of the Limiting Amplitude Principle to exterior problems for a fairly wide class of differential operators under certain additional conditions on the interior boundary of the unbounded domain (see, e.g., [137], [277]).
$\triangleright$ The Limiting Absorption Principle, according to which the solution of the exterior boundary value problem of steady-state oscillations in a medium without absorption is sought as the limit of the bounded solution of the corresponding boundary value problem in the medium with absorption, as the latter tends to zero. There are generalisations of the Limiting Absorption Principle as uniqueness conditions for the solution of exterior boundary value problems for general elliptic operators and for a fairly wide class of interior boundaries of the unbounded domain (see, e.g., [136], [137], [367]). See also Chapter 10.

### 5.8 GENERALISED MÜLLER'S BIES

In this section we focus our attention on the chiral scatterer in an achiral environment transmission problem, i.e., the chiral obstacle in an achiral environment transmission problem. As discussed below it is possible to express this transmission problem in many ways as a system of boundary integral equations; for all such systems we have existence but not necessarily uniqueness of solutions. To establish uniqueness we present a generalisation of Müller's treatment of the achiral obstacle in an achiral environment case to the chiral obstacle in an achiral environment problem. It is more convenient to work in terms of $(E, H)$ rather than $\left(Q_{\mathrm{L}}, Q_{\mathrm{R}}\right)$ and with a dimensionless version of this problem, scaling all lengths using a typical length scale for the chiral obstacle (which is eventually taken equal to 1 ), setting

$$
E^{\mathrm{e}}=\mu_{e}^{1 / 2} \check{E}^{\mathrm{e}}, \quad H^{\mathrm{e}}=\varepsilon_{e}^{1 / 2} \check{H}^{\mathrm{e}}, \quad E^{\mathrm{i}}=\mu_{i}^{1 / 2} \check{E}^{\mathrm{i}}, \quad H^{\mathrm{i}}=\varepsilon_{i}^{1 / 2} \check{H}^{\mathrm{i}}
$$

and similar scalings for $E^{\mathrm{t}}, H^{\mathrm{t}}, E^{\text {inc }}$ and $H^{\text {inc }}$. These scalings reduce the chiral scatterer in an achiral environment transmission problem to the following dimensionless transmission problem, [34], which will be referred to in the sequel as the dimensionless chiral scatterer in an achiral environment transmission problem:

$$
\begin{aligned}
& \operatorname{curl} \check{E}^{\mathrm{e}}-\mathrm{i} k_{e} \check{H}^{\mathrm{e}}=0, \quad \operatorname{curl} \check{H}^{\mathrm{e}}+\mathrm{i} k_{e} \check{E}^{\mathrm{e}}=0, \text { in } \mathcal{O}_{e}, \\
& \operatorname{curl} \check{E}^{\mathrm{i}}-\mathrm{i} \frac{\gamma_{\mathrm{i}}^{2}}{k_{i}} \check{H}^{\mathrm{i}}-\beta_{i} \gamma_{\mathrm{i}}^{2} \check{E}^{\mathrm{i}}=0, \operatorname{curl} \check{H}^{\mathrm{i}}+\mathrm{i} \frac{\gamma_{\mathrm{i}}^{2}}{k_{i}} \check{E}^{\mathrm{i}}-\beta_{i} \gamma_{\mathrm{i}}^{2} \check{H}^{\mathrm{i}}=0, \text { in } \mathcal{O}, \\
& \mu_{e}^{1 / 2} \mu_{i}^{-1 / 2} n \times \check{E}^{\mathrm{t}}=n \times \check{E}^{\mathrm{i}}, \varepsilon_{e}^{1 / 2} \varepsilon_{i}^{-1 / 2} n \times \check{H}^{\mathrm{t}}=n \times \check{H}^{\mathrm{i}}, \text { on } \partial \mathcal{O},
\end{aligned}
$$

where the total fields in $\mathcal{O}_{e}$ are given by

$$
\check{E}^{\mathrm{t}}=\check{E}^{\mathrm{e}}+\check{E}^{\mathrm{inc}}, \quad \check{H}^{\mathrm{t}}=\check{H}^{\mathrm{e}}+\check{H}^{\mathrm{inc}}
$$

and the scattered field satisfies a Silver-Müller radiation condition

$$
\widehat{x} \times \check{H}^{\mathrm{e}}+\check{E}^{\mathrm{e}}=o\left(|x|^{-1}\right), \quad|x| \rightarrow \infty
$$

uniformly in all directions $\widehat{x}$.
Using the Stratton-Chu representation formula (5.35), and computing tangential components, we obtain the following system of BIEs for $n \times \check{H}^{\mathrm{t}}$ and $n \times \check{E}^{\mathrm{t}}$ :

$$
\begin{gather*}
\left\{I-\mathrm{M}\left(k_{e}\right)\right\} J_{\mathrm{H}}-\mathrm{i} k_{e}^{-1} \mathrm{~N}\left(k_{e}\right) J_{\mathrm{E}}=2 J_{\mathrm{H}}^{\mathrm{inc}},  \tag{5.45}\\
\left\{I-\mathrm{M}\left(k_{e}\right)\right\} J_{\mathrm{E}}+\mathrm{i} k_{e}^{-1} \mathrm{~N}\left(k_{e}\right) J_{\mathrm{H}}=2 J_{\mathrm{E}}^{\mathrm{inc}},  \tag{5.46}\\
\left\{2 I+\left(\mathrm{M}\left(\gamma_{\mathrm{iL}}\right)+\mathrm{M}\left(\gamma_{\mathrm{iR}}\right)\right)+\left(\gamma_{\mathrm{iL}}^{-1} \mathrm{~N}\left(\gamma_{\mathrm{iL}}\right)-\gamma_{\mathrm{iR}}^{-1} \mathrm{~N}\left(\gamma_{\mathrm{iR}}\right)\right)\right\} J_{\mathrm{H}}  \tag{5.47}\\
+\mathrm{i} \eta_{\mathrm{e}} \eta_{\mathrm{i}}^{-1}\left\{\left(\mathrm{M}\left(\gamma_{\mathrm{iL}}\right)-\mathrm{M}\left(\gamma_{\mathrm{iR}}\right)\right)+\left(\gamma_{\mathrm{iL}}^{-1} \mathrm{~N}\left(\gamma_{\mathrm{iL}}\right)+\gamma_{\mathrm{iR}}^{-1} \mathrm{~N}\left(\gamma_{\mathrm{iR}}\right)\right)\right\} J_{\mathrm{E}}=0, \\
\left\{2 I+\left(\mathrm{M}\left(\gamma_{\mathrm{iL}}\right)+\mathrm{M}\left(\gamma_{\mathrm{iR}}\right)\right)+\left(\gamma_{\mathrm{iL}}^{-1} \mathrm{~N}\left(\gamma_{\mathrm{iL}}\right)-\gamma_{\mathrm{iR}}^{-1} \mathrm{~N}\left(\gamma_{\mathrm{iR}}\right)\right)\right\} J_{\mathrm{E}} \\
-\mathrm{i} \eta_{\mathrm{i}} \eta_{\mathrm{e}}^{-1}\left\{\left(\mathrm{M}\left(\gamma_{\mathrm{iL}}\right)-\mathrm{M}\left(\gamma_{\mathrm{iR}}\right)\right)+\left(\gamma_{\mathrm{iL}}^{-1} \mathrm{~N}\left(\gamma_{\mathrm{iL}}\right)+\gamma_{\mathrm{iR}}^{-1} \mathrm{~N}\left(\gamma_{\mathrm{iR}}\right)\right)\right\} J_{\mathrm{H}}=0, \tag{5.48}
\end{gather*}
$$

where

$$
J_{\mathrm{H}}=n \times \check{H}^{\mathrm{t}}, \quad J_{\mathrm{E}}=-n \times \check{E}^{\mathrm{t}}, \quad J_{\mathrm{H}}^{\mathrm{inc}}=n \times \check{H}^{\mathrm{inc}}, \quad J_{\mathrm{E}}^{\mathrm{inc}}=-n \times \check{E}^{\text {inc }}
$$

These are four BIEs for the two unknowns $J_{\mathrm{E}}, J_{\mathrm{H}}$. To proceed, we shall choose two linear combinations of these equations, namely,

$$
\vartheta_{1}(5.45)+\vartheta_{2}(5.46)+\vartheta_{3}(5.47)+\vartheta_{4}(5.48)
$$

and

$$
\partial_{1}(5.45)+\partial_{2}(5.46)+\partial_{3}(5.47)+\partial_{4}(5.48),
$$

where $\vartheta_{j}$ and $\check{\partial}_{j}, j=1,2,3,4$, are constants to be specified.
In the achiral case, i.e., when $\beta_{i}=0$, several choices have been investigated, both theoretically and numerically (see [183], [304] for review). For all those choices we have existence. However, the question of uniqueness is less obvious: one good choice for uniqueness has been introduced by Müller, namely,

$$
\vartheta_{1}^{(0)}=\mu_{e}, \vartheta_{3}^{(0)}=\mu_{i}, \check{\partial}_{2}^{(0)}=\varepsilon_{e}, \check{\partial}_{4}^{(0)}=\varepsilon_{i}, \vartheta_{2}^{(0)}=\vartheta_{4}^{(0)}=\check{\partial}_{1}^{(0)}=ذ_{3}^{(0)}=0
$$

The chiral case $\left(\beta_{i} \neq 0\right)$ is more complicated. Provided that

$$
\left(1+\mu_{e} \mu_{i}^{-1}\right)\left(1+\varepsilon_{e} \varepsilon_{i}^{-1}\right) \neq \beta_{i} k_{e}^{2},
$$

by a procedure described in [34], we end up with the choice

$$
\begin{aligned}
& \vartheta_{1}^{(\beta)}=\mu_{e} \mu_{i}^{-1}\left(1-k_{i}^{2} \beta_{i}^{2}\right), \vartheta_{2}^{(\beta)}=0, \vartheta_{3}^{(\beta)}=1, \vartheta_{4}^{(\beta)}=\mathrm{i} k_{i} \beta_{i} \eta_{i}^{-1} \eta_{e} \\
& \partial_{1}^{(\beta)}=0, \partial_{2}^{(\beta)}=\varepsilon_{e} \varepsilon_{i}^{-1}\left(1-k_{i}^{2} \beta_{i}^{2}\right), \partial_{3}^{(\beta)}=-\mathrm{i} k_{i} \beta_{i} \eta_{i} \eta_{e}^{-1}, \partial_{4}^{(\beta)}=1
\end{aligned}
$$

which reduces to Müller's choice when $\beta_{i}=0$, apart from a constant factor ( $\mu_{i}$ for $\vartheta_{n}^{(\beta)}$ and $\varepsilon_{i}$ for $\partial_{n}^{(\beta)}, n=1,2,3,4$ ).

Thus our generalised chiral Müller's equations are

$$
\begin{align*}
& \left\{I+\vartheta_{1}^{(\beta)}\left(I-\mathrm{M}\left(k_{e}\right)\right)+\mathrm{A}\right\} J_{\mathrm{H}}+\frac{\vartheta_{4}^{(\beta)}}{k_{i} \beta_{i}} \mathrm{~B} J_{\mathrm{E}}=2 \vartheta_{1}^{(\beta)} J_{\mathrm{H}}^{\mathrm{inc}},  \tag{5.49}\\
& \left\{I+\mathrm{\partial}_{2}^{(\beta)}\left(I-\mathrm{M}\left(k_{e}\right)\right)+\mathrm{A}\right\} J_{\mathrm{E}}-\frac{\partial_{3}^{(\beta)}}{k_{i} \beta_{i}} \mathrm{~B} J_{\mathrm{H}}=2{\partial_{2}^{(\beta)}}^{(\mathrm{inc}},
\end{align*}
$$

where

$$
\begin{aligned}
& \mathrm{A}=\frac{1}{2}\left(1-k_{i}^{2} \beta_{i}^{2}\right)\left(\gamma_{\mathrm{iL}} \mathrm{M}\left(\gamma_{\mathrm{iL}}\right)+\gamma_{\mathrm{iR}} \mathrm{M}\left(\gamma_{\mathrm{iR}}\right)+\mathrm{N}\left(\gamma_{\mathrm{iL}}\right)-\mathrm{N}\left(\gamma_{\mathrm{iR}}\right)\right), \\
& \mathrm{B}=\frac{1}{2}\left(1-k_{i}^{2} \beta_{i}^{2}\right)\left(\gamma_{\mathrm{iL}} \mathrm{M}\left(\gamma_{\mathrm{iL}}\right)-\gamma_{\mathrm{iR}} \mathrm{M}\left(\gamma_{\mathrm{iR}}\right)+\mathrm{N}\left(\gamma_{\mathrm{iL}}\right)+\mathrm{N}\left(\gamma_{\mathrm{iR}}\right)-\mathrm{N}\left(k_{e}\right)\right)
\end{aligned}
$$

As we mentioned above, when the obstacle is achiral $\left(\beta_{i}=0\right)$, these equations reduce to Müller's system:

$$
\begin{align*}
& \left\{I+\mu_{e} \mu_{i}^{-1}\left(I-\mathrm{M}\left(k_{e}\right)\right)+\mathrm{A}_{0}\right\} J_{\mathrm{H}}+\mathrm{i} \eta_{e} \eta_{i}^{-1} \mathrm{~B}_{0} J_{\mathrm{E}}=2 \mu_{e} \mu_{i}^{-1} J_{\mathrm{H}}^{\mathrm{inc}}, \\
& \left\{I+\varepsilon_{e} \varepsilon_{i}^{-1}\left(I-\mathrm{M}\left(k_{e}\right)\right)+\mathrm{A}_{0}\right\} J_{\mathrm{E}}-\mathrm{i} \eta_{i} \eta_{e}^{-1} \mathrm{~B}_{0} J_{\mathrm{H}}=2 \varepsilon_{e} \varepsilon_{i}^{-1} J_{\mathrm{E}}^{\mathrm{inc}} \tag{5.50}
\end{align*}
$$

where now

$$
\mathrm{A}_{0}=\mathrm{M}\left(k_{i}\right) \quad \text { and } \quad \mathrm{B}_{0}=k_{i}^{-1}\left(\mathrm{~N}\left(k_{i}\right)-\mathrm{N}\left(k_{e}\right)\right)
$$

### 5.9 LOW CHIRALITY APPROXIMATIONS

It is known ([34]) that the solution of the chiral scatterer in an achiral environment transmission problem is an analytic function of $k_{i} \beta_{i}$ for $\left|k_{i} \beta_{i}\right|<1$. Rather than seek power series solutions in $k_{i} \beta_{i}$ of (5.44) directly, we expand the solutions of the governing integral equations (5.49). Thus, we write

$$
J_{\mathrm{H}} \simeq J_{\mathrm{H}}^{0}+\mathrm{i} k_{i} \beta_{i} J_{\mathrm{H}}^{1} \quad \text { and } \quad J_{\mathrm{E}} \simeq J_{\mathrm{E}}^{0}+\mathrm{i} k_{i} \beta_{i} J_{\mathrm{E}}^{1},
$$

where the error is $O\left(\left(k_{i} \beta_{i}\right)^{2}\right)$ as $k_{i} \beta_{i} \rightarrow 0$.
Let

$$
\begin{aligned}
& \left(\mathrm{T}_{0}\left(k_{i}\right) v\right)(x)=\frac{k_{i}}{4 \pi} \int_{\partial \mathcal{O}} v(y) e^{\mathrm{i} k_{\mathrm{i}}|x-y|} d s(y), x \in \mathcal{O} \\
& \mathrm{~T}_{1}\left(k_{i}\right) v=n \times \operatorname{curl}\left\{\mathrm{T}_{0}\left(k_{i}\right) v\right\} \\
& \mathrm{T}_{2}\left(k_{i}\right) v=n \times \operatorname{curl} \operatorname{curl}\left\{\mathrm{T}_{0}\left(k_{i}\right) v\right\} .
\end{aligned}
$$

Then for small $k_{i} \beta_{i}$ we have

$$
\begin{gathered}
\gamma_{\mathrm{iL}} \sim k_{i}\left(1+k_{i} \beta_{i}\right), \gamma_{\mathrm{iR}} \sim k_{i}\left(1-k_{i} \beta_{i}\right) \\
e^{\mathrm{i} \gamma_{\mathrm{iL}}|x-y|} \sim e^{\mathrm{i} k_{\mathrm{i}}|x-y|}\left(1+k_{i}^{2} \beta_{i}|x-y|\right), \\
\mathrm{V}\left(\gamma_{\mathrm{iL}}\right) v \sim \mathrm{~V}\left(k_{i}\right) v+\mathrm{i} k_{i} \beta_{i} \mathrm{~T}_{0}\left(k_{i}\right) v, \mathrm{~V}\left(\gamma_{\mathrm{iR}}\right) v \sim \mathrm{~V}\left(k_{i}\right) v-\mathrm{i} k_{i} \beta_{i} \mathrm{~T}_{0}\left(k_{i}\right) v, \\
\mathrm{M}\left(\gamma_{\mathrm{iL}}\right) v \sim \mathrm{M}\left(k_{i}\right) v+\mathrm{i} k_{i} \beta_{i} \mathrm{~T}_{1}\left(k_{i}\right) v, \mathrm{M}\left(\gamma_{\mathrm{iR}}\right) v \sim \mathrm{M}\left(k_{i}\right) v-\mathrm{i} k_{i} \beta_{i} \mathrm{~T}_{1}\left(k_{i}\right) v, \\
\mathrm{~N}\left(\gamma_{\mathrm{iL}}\right) v \sim \mathrm{~N}\left(k_{i}\right) v+\mathrm{i} k_{i} \beta_{i} \mathrm{~T}_{2}\left(k_{i}\right) v, \mathrm{~N}\left(\gamma_{\mathrm{iR}}\right) v \sim \mathrm{~N}\left(k_{i}\right) v-\mathrm{i} k_{i} \beta_{i} \mathrm{~T}_{2}\left(k_{i}\right) v,
\end{gathered}
$$

with an error of $O\left(\left(k_{i} \beta_{i}\right)^{2}\right)$ as $k_{i} \beta_{i} \rightarrow 0$.
Substituting these approximations into the exact boundary integral equations (5.49), we find that $\left[J_{\mathrm{H}}^{0}, J_{\mathrm{E}}^{0}\right]$ solves Müller's equations (5.50). The first-order correction $\left[J_{\mathrm{H}}^{1}, J_{\mathrm{E}}^{1}\right]$ also solves Müller's equations, but replacing on the right-hand sides:

$$
\begin{aligned}
& 2 \mu_{e} \mu_{i}^{-1}\left(1-k_{i}^{2} \beta_{i}^{2}\right) J_{\mathrm{H}}^{\mathrm{inc}} \text { by }-k_{i}^{-1} \mathrm{~T}_{2} J_{\mathrm{H}}^{0}-\eta_{e} \eta_{i}^{-1}\left(2 \mathrm{M}+\mathrm{i} \mathrm{~T}_{1}\right) J_{\mathrm{E}}^{0} \\
& 2 \varepsilon_{e} \varepsilon_{i}^{-1}\left(1-k_{i}^{2} \beta_{i}^{2}\right) J_{\mathrm{E}}^{\mathrm{inc}} \text { by }-k_{i}^{-1} \mathrm{~T}_{2} J_{\mathrm{H}}^{0}-\eta_{i} \eta_{e}^{-1}\left(2 \mathrm{M}+\mathrm{i} \mathrm{~T}_{1}\right) J_{\mathrm{E}}^{0}
\end{aligned}
$$

REmARK 5.9.1 In [99], sophisticated codes have been developed for the numerical solution of Müller's equations: the approach followed in that reference is versatile in dealing with any BIE formulation for calculating the scattered fields due to arbitrarily shaped scatterers with arbitrary orientation. The common major difficulties arising from treating singular integrals in integral equation methods have been overcome by the reduction of the order of kernel singularities with the use of an effective regularisation process. Accurate numerical solutions have been obtained that are in excellent agreement with analytic solutions. By a simple modification, the codes in [99] can be used to compute the correction due to chirality of the obstacle; we can see that computing the first-order correction is fairly straightforward. Note that the approximations obtained for $J_{\mathrm{E}}$ and $J_{\mathrm{H}}$ can be inserted into (5.45)-(5.48) to generate exact solutions of the governing equations in $\mathcal{O}_{e}$ and $\mathcal{O}$. Let us note, moreover, that in principle one can also calculate higher-order approximations, but the new right-hand sides will be much more complicated.

### 5.10 MISCELLANEA

### 5.10.1 The conductive transmission problem

The solvability of the transmission problem describing the scattering of a plane electromagnetic wave propagating in an achiral environment by a chiral obstacle whose boundary is covered by a thin layer of very high conductivity is studied in [41]. The transmission conditions in this case have the form

$$
\begin{aligned}
& n \times E^{\mathrm{e}}-n \times E^{\mathrm{i}}=-n \times E^{\mathrm{inc}} \\
& k_{e} n \times H^{\mathrm{e}}-k_{i} n \times H^{\mathrm{i}}-\frac{\kappa_{i}}{\varpi \varepsilon_{i} \beta_{i}} \tau\left(n \times E^{\mathrm{i}}\right) \times n=-k_{e} n \times H^{\mathrm{inc}}
\end{aligned}
$$

where now

$$
\begin{gathered}
k_{e}^{2}=\mathrm{i} \varpi \sigma_{e}, \quad k_{i}^{2}=\mathrm{i} \varpi \mu \sigma_{i}\left(1-\varpi^{2} \varepsilon_{i} \mu_{i} \beta_{i}^{2}\right)^{-2}, \\
\kappa_{i}=\varpi^{2} \varepsilon_{i} \mu_{i} \beta_{i}\left(1-\varpi^{2} \varepsilon_{i} \mu_{i} \beta_{i}^{2}\right)^{-1}, \quad \tau \in\left(C^{0, \alpha}(\partial \mathcal{O})\right)^{3} .
\end{gathered}
$$

### 5.10.2 Contrasting chiral media

### 5.10.2.1 Solvability

Consider a chiral obstacle (of electromagnetic parameters $\varepsilon_{1}, \mu_{1}, \beta_{1}$ ) in a chiral environment of electromagnetic parameters $\varepsilon_{2}, \mu_{2}, \beta_{2}$. If $\varepsilon_{1} \neq \varepsilon_{2}$, $\mu_{1} \neq \mu_{2}$ and $\beta_{1} \neq \beta_{2}$, the resulting transmission problem is frequently referred to as the transmission problem for fully contrasting chiral media. Its solvability is settled by Theorems 5.7.11 and 5.7.12 above.

### 5.10.2.2 Special cases

There are certain interesting special cases of the above transmission problem. Recall that $k=\varpi(\mu \varepsilon)^{1 / 2}$ and $\eta=\left(\frac{\mu}{\varepsilon}\right)^{1 / 2}$ (the impedance). The most
important classes of these special cases are (in the following the rôles of subscripts 1 and 2 can be interchanged):

1. Mirror conjugate chiral media: $k_{1}=k_{2}, \beta_{1}=-\beta_{2}, \eta_{1}=\eta_{2}$.
2. Isoimpedant chiral media: $\eta_{1}=\eta_{2}$.
3. Isorefractive chiral media: $k_{1}=k_{2}, \beta_{1}=\beta_{2}$.
4. Cross-refractive chiral media: $k_{1}=k_{2}, \beta_{1}=-\beta_{2}$.

Let us note that the transmission problems for cases 1 and 2 are uniquely solvable without the limitations of Theorem 5.7.11, i.e. with no exception of a discrete set of electromagnetic parameters; this is established in [25]. Cases 3 and 4 are covered by Theorem 5.7.11.

### 5.10.3 Biisotropic media

The solvability of a transmission problem for biisotropic media is studied in [44].

### 5.10.4 "Screen" problems

The problem where a partially coated chiral obstacle is embedded in a homogeneous isotropic chiral medium of infinite extent is studied in [40].

### 5.10.5 Related approaches

In [372], integral equations are obtained for the electromagnetic scattering by an inhomogeneous, isotropic, three-dimensional chiral body. The chiral body is assumed to be in free space, and it can be attached to a perfect electric conducting body. The integral equations are obtained with the help of vector-dyadic identities and the free space dyadic Green's function. These equations are expressed in terms of a volume integral with the electric field as the unknown and surface integrals where the tangential components of the electric field and its curl are the unknowns. The integral equations are then transformed into a linear system of simultaneous equations by means of the moment method technique. Expressions for the scattered field in the far zone are also obtained by replacing the dyadic Green's function and its curl with their approximations for large arguments. Furthermore, closed form expressions are obtained for the fields and dipole moments induced inside an electrically small, homogeneous chiral sphere where it is assumed that the fields are constant. Finally, closed form expressions and numerical results for the fields scattered by the small chiral sphere and its bistatic echo area are also obtained.

In [239], the transmission problem for a homogeneous chiral scatterer embedded in an achiral environment is considered. The problem is reduced to two single boundary integral equations (arising from the choice of the
ansatz). The first equation is solved by two different methods: the first method suffers from irregular frequencies because there appear eigenvalues of the interior Maxwell problem. In addition, there is a discrete set of values of chirality for which unique solvability does not hold. The second method gives unique solvability for all frequencies. The other equation is uniquely solvable for all frequencies except those corresponding to eigenvalues of a certain associated interior Maxwell problem.

## Chapter Six

## Scattering Problems: A Variety of Topics

### 6.1 INTRODUCTION

In this chapter we continue our study of scattering problems in the case where the considered fields have harmonic time dependence and the involved chiral media are homogeneous. For the reader's convenience we start with a section (Section 6.2) containing various important concepts of scattering theory; for simplicity, the presentation is done for the relatively simple case of the scalar Helmholtz equation, whose vector analogue is strongly related to the Maxwell equations. In the following sections we present a variety of topics. In particular, Section 6.3 deals with the establishment of the reciprocity principle, the general scattering theorem and the optical theorem for the chiral obstacle in an achiral environment problem; moreover, a study of the spectrum of the far-field operator and its relation to that of the $T$-matrix is included. Next, in Section 6.3.2 we consider the chiral obstacle in an achiral environment scattering problem when the incident electromagnetic wave is spherical, coming from a point source; we derive scattering relations involving two spherical waves, and mixed scattering relations involving one plane and one spherical wave. Section 6.4 has as a general underlying concept that of dyadics; it deals with the generalisation of the Atkinson-Wilcox expansion theorem to the perfect conductor in a chiral environment problem. Further, we generalise the low-frequency theory of classical (achiral) electromagnetism (see, e.g., $[121],[360]$ ) to the perfect conductor in a chiral environment problem: we obtain an iterative sequence of potential theory type problems with respect to the low-frequency coefficients and derive the leading term approximation of the electric far-field patterns. In Section 6.5 we present the results of Athanasiadis and Kardasi ([28], [30]) on chiral Herglotz wave functions; we first define the Herglotz wave functions of Beltrami and electromagnetic fields in a chiral medium. We then refer to scalar Herglotz functions and the Herglotz condition. We define the left circularly polarised (LCP) and right circularly polarised (RCP) Beltrami-Herglotz functions, which are shown to satisfy the Herglotz condition. Finally, the notion of a chiral Herglotz pair is introduced. The use of the LCP and RCP Beltrami-Herglotz fields to define a chiral Herglotz pair ascertains the validity of some interesting results for such a pair and its far-field patterns. In Section 6.6 we exhibit infinite Fréchet differentiability of the mapping from the boundary of the scatterer onto the far-field patterns, for the perfect conductor in chiral environment problem and derive a characterisation of the Fréchet derivative as a solution
to an appropriate boundary value problem. This can be of use in a variety of applications, including the use of Newton's method for solving inverse problems. Let us note that in the case that the chirality measure $(\beta)$ is equal to zero all the results of this chapter reduce to the corresponding results of classical (achiral) time-harmonic electromagnetic theory. Finally, Section 6.7 is a potpourri of topics related to chiral media. The aim is just to indicate some of the related problems treated in the chiral bibliography; the list is only indicative and by no means exhaustive. None of these directions is presented in detail. In particular, we start with very brief comments on work done on waveguides, then discuss some results of using the quaternionic approach for studying chiral media. Next we concisely discuss periodic structures. A discussion of inverse problems concludes this section.

### 6.2 IMPORTANT CONCEPTS OF SCATTERING THEORY

In this section we present some of the basic notions of scattering theory. For simplicity, the presentation is done for the scalar Helmholtz equation and follows [103], [121]. The corresponding notions for the Maxwell equations in chiral media are one of the topics of this chapter.

Consider the Helmholtz equation

$$
\begin{equation*}
\Delta v(x)+k^{2} v(x)=0, k \in \mathbb{C}, \operatorname{Im} k \geq 0 \tag{6.1}
\end{equation*}
$$

equipped with the Sommerfeld radiation condition

$$
\begin{equation*}
\lim _{r \rightarrow \infty} r\left(\frac{\partial v(x)}{\partial r}-i k v(x)\right)=0 \tag{6.2}
\end{equation*}
$$

uniformly in all directions $\widehat{x}=x / r$, where $r=|x|$.
We are interested in scattering problems, i.e., in studying the manner in which a bounded obstacle (the scatterer) $\mathcal{O}$ perturbs a wave originating in $\mathcal{O}_{e}$, the unbounded exterior of $\overline{\mathcal{O}}$. The scatterer $\mathcal{O}$ is a (nonempty) bounded open set, for convenience additionally assumed to be simply connected, with a sufficiently smooth boundary $\partial \mathcal{O}$; by $n$ we denote the unit outward normal vector on $\partial \mathcal{O}$. So we consider a field ${ }^{1} v^{\text {inc }}$ incident on $\mathcal{O}$. The resulting total field $v^{\mathrm{t}}$ is the superposition of $v^{\text {inc }}$ and the scattered field $v^{\text {sc }}: v^{\mathrm{t}}(x)=$ $v^{\text {inc }}(x)+v^{\mathrm{sc}}(x) ; v^{\mathrm{sc}}$ satisfies (6.1) in $\mathcal{O}_{e}$ and (6.2). In addition, a boundary condition ${ }^{2}$ must be satisfied on $\partial \mathcal{O}$. Transmission problems are of course important, too, but we do not deal with them in this introduction. Now consider the fundamental solution $\Phi(x, y ; k)=e^{\text {ik } k-y \mid} /(4 \pi|x-y|), x \neq y$,

[^51]of (6.1). Let
\[

\tau(x):=\left\{$$
\begin{array}{cc}
1 & x \in \mathcal{O}_{e} \\
1 / 2 & x \in \partial \mathcal{O} \\
0 & x \in \mathcal{O}
\end{array}
$$\right.
\]

Incorporating the boundary values in (5.28) we obtain the following integral representation for the scattered field

$$
\begin{equation*}
\tau(x) v^{\mathrm{sc}}(x)=\int_{\partial \mathcal{O}}\left(v^{\mathrm{sc}}(y) \frac{\partial \Phi(x, y ; k)}{\partial n_{y}}-\Phi(x, y ; k) \frac{\partial v^{\mathrm{sc}}(y)}{\partial n}\right) d s(y) \tag{6.3}
\end{equation*}
$$

where $x \in \mathbb{R}^{3}, y \in \partial \mathcal{O}$.
A direct consequence of the above representation formula is the following result (Atkinson-Wilcox theorem).

TheOrem 6.2.1 Let $v \in C^{2}\left(\mathcal{O}_{e}\right)$ be a solution of (6.1) satisfying (6.2). Let $R_{0}$ be such that $\left\{x \in \mathbb{R}^{3}:|x|=R_{0}\right\} \subset \mathcal{O}_{e}$, and let $(r, \theta, \varphi)$ be the spherical coordinates of $x$. Then $v$ has an expansion of the form

$$
\begin{equation*}
v(x)=\frac{e^{\mathrm{i} k r}}{r} \sum_{j=0}^{\infty} \frac{F_{j}(\theta, \varphi)}{r^{j}} \tag{6.4}
\end{equation*}
$$

that is valid for all $r \geq R_{0}$ and that converges absolutely and uniformly with respect to the variables $(r, \theta, \varphi)$. The series can be differentiated term by term with respect to $(r, \theta, \varphi)$ any number of times, and the resulting series all converge absolutely and uniformly.

Further, the coefficients $F_{j}$ are recursively determined in terms of $F_{0}$ by the formula

$$
2 \mathrm{i} k j F_{j}=j(j-1) F_{j-1}+B F_{j-1}, j=1,2, \ldots,
$$

where $B:=\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial}{\partial \theta}\right)+\frac{1}{\sin ^{2} \theta} \frac{\partial^{2}}{\partial \varphi^{2}}$ is Beltrami's operator for the sphere.
Clearly, $R_{0}$ can be chosen as the radius of the smallest circumscribable sphere around the scatterer and is thus called the characteristic dimension of the scatterer.

Additionally, we see that (6.4) can be considered a replacement of the radiation condition by an exact boundary condition on any sphere surrounding the scatterer, thus being suitable for the numerical evaluation of the scattered field.

Finally, (6.4) provides an explicit realisation of the Dirichlet-to-Neumann map relating the Neumann data $\left(\frac{\partial v}{\partial n}\right)$ to the Dirichlet data $(v)$ on a surface. Indeed, taking this surface to be the smallest circumscribing the scatterer sphere, all the coefficients $F_{j}$ of (6.4) are known in terms of $v^{\infty}$ and the Dirichlet data for $v$ are obtained by setting $r=R_{0}$ in (6.4). The Neumann data can be determined in terms of the same coefficients $F_{j}$, since

$$
\begin{equation*}
\frac{\partial v(x)}{\partial n}=e^{\mathrm{i} k R_{0}} \sum_{j=0}^{\infty} F_{j}(\theta, \varphi)\left(\frac{\mathrm{i} k}{R_{0}^{j+1}}-\frac{j+1}{R_{0}^{j+2}}\right) . \tag{6.5}
\end{equation*}
$$

Asymptotically, the Dirichlet-to-Neumann map on a sphere appears in the radiation condition

$$
\frac{\partial v(x)}{\partial n}=\mathrm{i} k v(x)+O\left(|x|^{-2}\right),|x| \rightarrow \infty
$$

where the term $O\left(|x|^{-2}\right)$ can be determined exactly in view of (6.5).
The first results regarding such expansions can be found in [430], [431].

### 6.2.1 The far field

Let $F_{0}$ be the first coefficient in the series of Theorem 6.2.1 and $S^{2}$ the unit sphere in $\mathbb{R}^{3}$. Every solution $v$ of (6.1) satisfying (6.2) has the following asymptotic behaviour:

$$
v(x)=\frac{e^{\mathrm{i} k|x|}}{|x|} v^{\infty}(\widehat{x})+O\left(|x|^{-2}\right),|x| \rightarrow \infty
$$

The function $v^{\infty}: S^{2} \rightarrow \mathbb{C}$ defined as $v^{\infty}(\widehat{x})=F_{0}(\theta, \varphi)$, where $F_{0}$ is the coefficient of the first term of the expansion (6.4), called the far-field pattern ${ }^{3}$ of $v$. Hence, knowledge of the far-field pattern permits reconstruction of the scattered field up to the smallest circumscribing $\partial \mathcal{O}$ sphere. It can be shown that $v^{\infty}$ is an analytic function of $\widehat{x}$ and of $k$.

In view of asymptotics, as $|x| \rightarrow \infty$, for $\Phi(x, y ; k)$ and its gradient we obtain from (6.3) that

$$
\begin{equation*}
v^{\infty}(\widehat{x})=-\int_{\partial \mathcal{O}}\left(\frac{\partial v(y)}{\partial n_{y}}+\mathrm{i} k\left(\widehat{x} \cdot \widehat{n}_{y}\right) v(y)\right) e^{-\mathrm{i} k \widehat{x} \cdot y} d s(y) . \tag{6.6}
\end{equation*}
$$

The following comments ([121]) indicate the importance of the far-field pattern: in the case in which the incident wave is planar, the far-field pattern (often denoted in this case by $v^{\infty}(\widehat{x}, \widehat{k})$ instead of $v^{\infty}(\widehat{x})$ ) describes the response of the scatterer in the direction of observation $\widehat{x}$ owing to a wave excitation in the direction of incidence $\widehat{k}$. If the incident wave is spherical, then $v^{\infty}$ describes the response of the scatterer in the direction of observation $\widehat{x}$ owing to the excitation provided by the particular incident wave. The far-field pattern contains all the angular characteristics of the scattered far field and does not vary with $|x|$. A variation of either the scatterer's geometry (via $\partial \mathcal{O}$ ) or its physics (via the boundary conditions) is "felt" by $v^{\infty}$ alone. Conversely, the determination of whether the observation takes place in the far field is based on the particular form of the scattered field, which is the product of $v^{\infty}$ (being a scatterer-dependent angular function) and $e^{\mathrm{i} k|x|} /|x|$ (being a fixed radial function).

Further, we observe that the integral representation (6.3) for the scattered field is a combination of monopoles and dipoles on $\partial \mathcal{O}$, while the integral representation (6.6) for the far-field pattern is a weighted distribution of plane waves on the boundary, all of which propagate in the direction $-\widehat{x}$.

[^52]
### 6.2.2 Cross sections

The intensity (power flux) of the scattered field due to a plane incident wave in the far field where the medium is lossless $\left(k \in \mathbb{R}^{+}\right)$is $([121])$ given by

$$
\mathfrak{I}(x)=\alpha \operatorname{Im}\left(\overline{v^{\mathrm{sc}}(x)} \operatorname{grad} v^{\mathrm{sc}}(x)\right)
$$

where $\alpha$ is a positive constant. For an incident plane wave

$$
v^{\mathrm{inc}}(x)=\exp (\mathrm{i} k(\widehat{k} \cdot x))
$$

the intensity in the direction of propagation $\widehat{k}$ is given by

$$
\widehat{k} \cdot \mathfrak{I}^{\text {inc }}(x)=\alpha k
$$

The scattered field in the radiation zone (where it propagates in the radial direction) has the radial intensity

$$
\widehat{r} \cdot \mathfrak{I}^{\mathrm{sc}}(x)=\alpha \operatorname{Im}\left(\overline{v^{\mathrm{sc}}(x)} \frac{\partial v^{\mathrm{sc}}}{\partial r}(x)\right), r=|x| \rightarrow \infty
$$

which, in view of the radiation condition, gives, as $r \rightarrow \infty$,

$$
\widehat{r} \cdot \mathfrak{I}^{\mathrm{sc}}(x)=\alpha k\left|v^{\mathrm{sc}}(x)\right|^{2}+O\left(r^{-3}\right)=\alpha k r^{-2}\left|v^{\infty}(\widehat{x})\right|^{2}+O\left(r^{-3}\right)
$$

whereby, as $r \rightarrow \infty$,

$$
r^{2} \widehat{x} \cdot \mathfrak{I}^{\mathrm{sc}}(x)=\alpha k\left|v^{\mathrm{sc}}(x)\right|^{2}+O\left(r^{-3}\right)=\alpha k\left|v^{\infty}(\widehat{x})\right|^{2}+O\left(r^{-1}\right)
$$

The differential scattering cross section is then defined as

$$
\sigma_{\mathrm{dif}}(\widehat{x}):=\lim _{r \rightarrow \infty} \frac{r^{2} \widehat{x} \cdot \mathfrak{I}^{\mathrm{sc}}(x)}{\widehat{k} \cdot \mathfrak{I}^{\mathrm{inc}}(x)}=\left|v^{\infty}(\widehat{x})\right|^{2}
$$

and specifies the amount of power scattered in the observation direction $\widehat{x}$ relative to the incident power flux in the direction of propagation.

The scattering cross section or total cross section is defined as the average of $\sigma_{\text {dif }}(\widehat{x})$ over all directions:

$$
\sigma_{\mathrm{sc}}:=\frac{1}{4 \pi} \int_{S^{2}} \sigma_{\mathrm{dif}}(\widehat{x}) d s(\widehat{x})=\int_{S^{2}}\left|v^{\infty}(\widehat{x})\right|^{2} d s(\widehat{x})
$$

which by Green's formula yields

$$
\sigma_{\mathrm{sc}}=\operatorname{Im}\left(\overline{v^{\mathrm{sc}}} \frac{\partial v^{\mathrm{sc}}}{\partial n}\right) d s
$$

So the scattering cross section is defined as the ratio of the time average rate (over a period) at which energy is scattered by the obstacle to the corresponding time average at which the energy of the incident wave crosses a unit area normal to the direction of propagation. The scattering cross section has the dimensions of area and is a measure of the disturbance caused by the obstacle to the incident wave.

The corresponding expression for the total field defines the absorption cross section

$$
\sigma_{\mathrm{abs}}=-\operatorname{Im}\left(\overline{v^{\mathrm{t}}} \frac{\partial v^{\mathrm{t}}}{\partial n}\right) d s
$$

where the minus sign indicates that the power flux is inward. The absorption cross section defines the total energy absorbed by the scatterer if it is penetrable and lossy. For lossless scatterers, as for scatterers with either the Dirichlet or the Neumann condition on their boundary, we have that $\sigma_{\text {abs }}=0$. In the case that the Robin condition, $\frac{\partial v(x)}{\partial n}+i k \nu v(x)=0$ on $\partial \mathcal{O}(\nu>0)$, is satisfied on the scatterer's boundary, the scatterer absorbs energy, and $\sigma_{\mathrm{abs}}=\nu \int_{\partial \mathcal{O}}\left|v^{\mathrm{t}}\right|^{2} d s>0$.

Finally, the extinction cross section, defined as

$$
\sigma_{\mathrm{ext}}:=\sigma_{\mathrm{sc}}+\sigma_{\mathrm{abs}}
$$

describes the total energy that the scatterer extracts from the incident wave either by radiation or by absorption.

### 6.2.3 Basic scattering theorems

## Theorem 6.2.2 (RECIPROCITY RELATIONS)

(i) PLANE WAVES The far-field pattern in the direction $\widehat{x}$ due to a plane wave in the direction $\widehat{k}$ is equal to the far-field pattern in the direction $-\widehat{k}$ due to a plane wave in the direction $-\widehat{x}$, i.e.,

$$
v^{\infty}(\widehat{x}, \widehat{k})=v^{\infty}(-\widehat{k},-\widehat{x}) .
$$

(ii) Spherical waves The scattered field, $v^{\mathrm{sc}}\left(x_{1}, x_{2}\right)$, at $x_{1}$ due to a point source ${ }^{4}$ at $x_{2}$ in $\mathcal{O}_{e}$ is equal to the scattered field, $v^{\mathrm{sc}}\left(x_{2}, x_{1}\right)$, at $x_{2}$ due to a point source at $x_{1}$. The same relation holds for the total fields, as well. So,

$$
v^{\mathrm{sc}}\left(x_{1}, x_{2}\right)=v^{\mathrm{sc}}\left(x_{2}, x_{1}\right) \text { and } v^{\mathrm{t}}\left(x_{1}, x_{2}\right)=v^{\mathrm{t}}\left(x_{2}, x_{1}\right) .
$$

## Theorem 6.2.3 (THE GENERAL SCATTERING THEOREM)

$$
\begin{aligned}
& v^{\infty}\left(\widehat{k}_{1}, \widehat{k}_{2}\right)-\overline{v^{\infty}}\left(\widehat{k}_{2}, \widehat{k}_{1}\right)=\frac{\mathrm{i} k}{2 \pi} \int_{S^{2}} \overline{v^{\infty}}\left(\widehat{x}, \widehat{k}_{1}\right) v^{\infty}\left(\widehat{x}, \widehat{k}_{2}\right) d s(\widehat{x}) \\
& +\frac{1}{4 \pi} \int_{\partial \mathcal{O}}\left(v^{\mathrm{t}}\left(x, \widehat{k}_{2}\right) \frac{\partial \overline{v^{\mathrm{t}}}\left(x, \widehat{k}_{1}\right)}{\partial n}-\overline{v^{\mathrm{t}}}\left(x, \widehat{k}_{1}\right) \frac{\partial v^{\mathrm{t}}\left(x, \widehat{k}_{2}\right)}{\partial n}\right) d s(x) .
\end{aligned}
$$

THEOREM 6.2.4 (THE OPTICAL THEOREM ${ }^{5}$ ) The total energy that the scatterer removes from the incident field is proportional to the value of the farfield pattern in the forward direction $\widehat{k}$, i.e.,

$$
\sigma_{\mathrm{ext}}=\frac{4 \pi}{k} \operatorname{Im}\left(v^{\infty}(\widehat{k}, \widehat{k})\right),
$$

a relation that easily follows from the general scattering theorem by setting $\widehat{k}_{1}=\widehat{k}_{2}=\widehat{k}$.

[^53]A corollary of this result is that the power scattered in the forward direction can never be zero.

The relation between the forward far-field pattern and the total energy scattered, given by the optical theorem, can be interpreted as a relation between the incident and the scattered wave that establishes the mechanism of energy transfer.

REmark 6.2.5 The optical theorem actually states that the total energy the scatterer removes from the incident field is proportional to the value of the far-field pattern in the direction in which the incident wave is travelling (forward scattering).

### 6.3 BACK TO CHIRAL MEDIA: SCATTERING RELATIONS AND THE FAR-FIELD OPERATOR

Here again, we consider the dimensionless chiral scatterer in an achiral environment transmission problem treated in Section 5.8, and study scattering relations and related issues.

### 6.3.1 Plane waves

The electromagnetic far-field pattern $\left(\check{E}^{\infty}(\widehat{x}), \check{H}^{\infty}(\widehat{x})\right)$ is defined in terms of the scattered electromagnetic field $\left(\check{E}^{\mathrm{e}}(x), \check{H}^{\mathrm{e}}(x)\right)$ by the relations ([106])

$$
\begin{array}{cl}
\check{E}^{\mathrm{e}}(x)=\frac{e^{\mathrm{i} k_{e}|x|}}{|x|} \check{E}^{\infty}(\widehat{x})+O\left(|x|^{-2}\right), & |x| \rightarrow \infty \\
\check{H}^{\mathrm{e}}(x)=\frac{e^{\mathrm{i} k_{e}|x|}}{|x|} \check{H}^{\infty}(\widehat{x})+O\left(|x|^{-2}\right), & |x| \rightarrow \infty
\end{array}
$$

uniformly in all directions $\widehat{x}$. For the (dimensionless) incident electromagnetic field, we take

$$
\begin{aligned}
\check{E}^{\mathrm{inc}}(x ; \widehat{d}, p) & =\mathrm{i}\left(k_{e} \varpi\right) p e^{\mathrm{i}\left(k_{e} \varpi\right) \widehat{d} \cdot \widehat{x}} \\
\check{H}^{\mathrm{inc}}(x ; \widehat{d}, p) & =\widehat{d} \times E^{\mathrm{inc}}(x ; \widehat{d}, p)
\end{aligned}
$$

(with $\varpi=1$; see the comment at the beginning of Section 5.8 ), where the unit vector $\widehat{d}$ describes the direction of propagation and the complex vector $p$ gives the polarisation and satisfies $\widehat{d} \cdot p=0$. We indicate the dependence of the scattered field, of the total exterior and interior fields, and of the far-field pattern on the incident direction $\widehat{d}$ and the polarisation $p$ by writing $\left(\check{E}^{\mathrm{e}}(x ; \widehat{d}, p), \check{H}^{\mathrm{e}}(x ; \widehat{d}, p)\right),\left(\check{E}^{\mathrm{t}}(x ; \widehat{d}, p), \check{H}^{\mathrm{t}}(x ; \widehat{d}, p)\right)$, and $\left(\check{E}^{\infty}(x ; \widehat{d}, p), \check{H}^{\infty}(x ; \widehat{d}, p)\right)$, respectively. In what follows we again use the " $U$ - $\mathbb{U}$ notation" (5.34). The meaning of the symbols $\check{U}^{\text {e }}, \check{U}^{\text {inc }}, \check{U}^{\mathrm{t}}$ and $\check{U}^{\infty}$
is now clear. Moreover, we shall employ the Twersky [417] notation ${ }^{6}$,

$$
\left\{\check{U}_{1}, \check{U}_{2}\right\}_{\partial \mathcal{O}}:=\int_{\partial \mathcal{O}}\left[\left(n \times \check{U}_{1}\right) \cdot \check{U}_{2}-\left(n \times \check{U}_{2}\right) \cdot \check{U}_{1}\right] d s
$$

Let $S^{2}$ denote the unit sphere in $\mathbb{R}^{3}$. In [35] the following result is established:

ThEOREM 6.3.1 The far-field pattern $\check{U}^{\infty}$ satisfies the reciprocity principle

$$
q \cdot \check{U}^{\infty}(\widehat{x} ; \widehat{d}, p)=p \cdot \check{U}^{\infty}(-\widehat{d} ;-\widehat{x}, q)
$$

for all $\widehat{d}, \widehat{x} \in S^{2}$ and $p, q \in(\mathbb{C} \backslash \mathbb{R})^{3}$ with $p \cdot \widehat{d}=q \cdot \widehat{x}=0$.
We thus observe that the standard reciprocity relation for the achiral case, described in [106], is also valid for the chiral case. For a discussion of the basic reciprocity theorems for electromagnetic wave fields in time-invariant configurations we refer the reader to [131].

We then have the following basic scattering theorem ([35]).
Theorem 6.3.2 The far-field pattern satisfies the relation

$$
\begin{aligned}
& q \cdot \overline{\breve{U}^{\infty}(\widehat{x} ; \widehat{d}, p)}+\bar{p} \cdot \check{U}^{\infty}(\widehat{d} ; \widehat{x}, q) \\
= & -\frac{1}{2 \pi} \int_{S^{2}} \overline{\check{U}^{\infty}(\widehat{y} ; \widehat{d}, p)} \cdot \check{U}^{\infty}(\widehat{y} ; \widehat{x}, q) d s(q)-\frac{i}{4 \pi}\left\{\overline{\check{U}^{\mathrm{t}}(\cdot ; \widehat{d}, p)}, \check{U}^{\mathrm{t}}(\cdot ; \widehat{x}, q)\right\}_{\partial \mathcal{O}},
\end{aligned}
$$

for all $\widehat{d}, \widehat{x} \in S^{2}$ and $p, q \in(\mathbb{C} \backslash \mathbb{R})^{3}$ with $\widehat{d} \cdot p=\widehat{x} \cdot q=0$, where

$$
\begin{aligned}
& \frac{\mathrm{i}}{2}\left\{\overline{\check{U}^{\mathrm{t}}(\cdot ; \hat{d}, p)}, \check{U}^{\mathrm{t}}(\cdot ; \widehat{x}, q)\right\}_{\partial \mathcal{O}}=\operatorname{Im}\left(\frac{\gamma_{i}^{2}}{\mu_{\star}} \overline{\varepsilon_{\star} k_{i}}\right)\left(\check{U}_{1}, \check{U}_{2}\right) \\
& +\mathcal{I m}\left(\frac{\gamma_{i}^{2}}{\overline{\mu_{\star} \varepsilon_{\star} k_{i}}}\right)\left(\check{U}_{1}, \check{U}_{2}\right)+\operatorname{Im}\left(\beta_{i} \gamma_{i}^{2}\right)\left[\frac{1}{\mu_{\star} \overline{\varepsilon_{\star}}}\left(\check{U}_{1}, \check{U}_{2}\right)+\frac{1}{\overline{\mu_{\star} \varepsilon_{\star}}}\left(\check{U}_{1}, \check{U}_{2}\right)\right]
\end{aligned}
$$

$$
\check{U}_{1}=\check{U}(\cdot ; \widehat{x}, q), \check{U}_{2}=U(\cdot ; \widehat{d}, p),(u, v) \text { is the usual inner product in }
$$ $\left(L^{2}(\mathcal{O})\right)^{3}$, and $\mu_{\star}=\mu_{e}^{1 / 2} \mu_{i}^{-1 / 2} \varepsilon_{\star}=\varepsilon_{e}^{1 / 2} \varepsilon_{i}^{-1 / 2}, \gamma_{i}^{2}=k_{i}^{2}\left(1-k_{i}^{2} \beta_{i}^{2}\right)^{-1}$.

REMARK 6.3.3 If $\varepsilon_{i}, \mu_{i}, \beta_{i} \in \mathbb{R}$, then $\frac{\mathrm{i}}{2}\left\{\overline{\check{U}^{\mathrm{t}}(\cdot ; \widehat{d}, p)}, \check{U}^{\mathrm{t}}(\cdot ; \widehat{x}, q)\right\}_{\partial \mathcal{O}} \equiv 0$.
Theorem 6.3.4 The following relation holds:

$$
\sigma_{s c}=-4 \pi \operatorname{Re}\left(\bar{p} \cdot \check{U}^{\infty}(\widehat{d} ; \widehat{d}, p)\right)-\frac{\mathrm{i}}{2}\left\{\overline{\check{U}^{\mathrm{t}}(\cdot ; \widehat{d}, p)}, \check{U}^{\mathrm{t}}(\cdot ; \widehat{x}, q)\right\}_{\partial \mathcal{O}} .
$$

REMARK 6.3.5 If $\varepsilon_{i}$ and $\mu_{i}$ are positive and $\beta_{i}$ is real, we obtain that

$$
\sigma_{s c}=-4 \pi \operatorname{Re}\left(\bar{p} \cdot \check{U}^{\infty}(\widehat{d}, \widehat{d}, p)\right)
$$

which coincides with the classical optical theorem ([131], [417]).

[^54]To conclude this section, we introduce the far-field operator $\mathrm{F}_{U}^{\infty}: L_{t}^{2}\left(S^{2}\right) \rightarrow$ $L_{t}^{2}\left(S^{2}\right)$, corresponding to the far-field pattern $\check{U}^{\infty}$, defined (see [106]) by

$$
\left(\mathrm{F}_{U}^{\infty} h\right)(\widehat{x})=\int_{S^{2}} \check{U}^{\infty}(\widehat{x} ; \widehat{q}, h(\widehat{q})) d s(\widehat{q})
$$

We have the following result ([35]).
Theorem 6.3.6 Suppose that $\varepsilon_{i}, \mu_{i}>0, \beta_{i} \in \mathbb{R}$. Then $\mathrm{F}_{U}^{\infty}$ has a countable number of eigenvalues, all lying on the circle $|\zeta|^{2}+4 \pi \mathcal{R e} \zeta=0$.

There is an interesting relation between the spectra of the far-field operator and the $T$-matrix. For the sake of brevity we just recall here the definition of the $T$-matrix, and refer to [397] for its properties.

Surround an obstacle by a sphere of radius $d$ and centre $O$. The $T$-matrix connects the incident field with the scattered field, and is defined by

$$
f_{\varrho}=\sum_{\varsigma} T_{\varrho \varsigma} a_{\varsigma}, \text { or } f=T a
$$

where we assume that the given incident field can be expanded as

$$
U^{\mathrm{inc}}(x)=\sum_{\varrho} a_{\varrho} \mathcal{R e} \boldsymbol{\psi}_{\varrho}(x),|x|<d
$$

and the scattered field as

$$
U^{\mathrm{sc}}(x)=\sum_{\varrho} f_{\varrho} \boldsymbol{\psi}_{\varrho}(x),|x|>d
$$

in terms of $\boldsymbol{\psi}_{\varrho}$ that is used as an abbreviation for $\boldsymbol{\psi}_{1 \sigma m \ell}, \boldsymbol{\psi}_{2 \sigma m \ell}$, the normalised outgoing spherical vector wave functions (see Section 5.6.1.1). Therefore, the $T$-matrix connects the known coefficients $a_{\varrho}$ with the unknown coefficients $f_{\varrho}$. In the above formulae, $\varrho$ and $\varsigma$ are multi-indices. The composition of the obstacle (chiral or achiral, homogeneous or inhomogeneous, perfectly conducting or otherwise) enters through its $T$-matrix.

The final result of this section is the following theorem ([35]).
Theorem 6.3.7 The number $\lambda$ is an eigenvalue of the far-field operator $\mathrm{F}_{U}^{\infty}$ if and only if $\frac{\lambda}{4 \pi}$ is an eigenvalue of the $T$-matrix.

### 6.3.2 Spherical waves

We consider an incident spherical electromagnetic wave due to a point source located at a point with position vector $a$ with respect to the origin; this incident wave $\left(E_{a}^{\mathrm{inc}}, H_{a}^{\mathrm{inc}}\right)$ has the form ([36], [33]):

$$
\begin{align*}
& E_{a}^{\mathrm{inc}}(x ; \widehat{p})=\left(\mathrm{i} k_{e}\right)^{-1} \operatorname{curl}\left(\frac{h_{0}\left(k_{\mathrm{e}}|x-a|\right)}{h_{0}\left(k_{\mathrm{e}}|a|\right)} \widehat{a} \times \widehat{p}\right),  \tag{6.7}\\
& H_{a}^{\mathrm{inc}}(x ; \widehat{p})=\left(\mathrm{i} k_{e}\right)^{-1} \eta_{\mathrm{e}}^{-1} \operatorname{curl} E_{a}^{\mathrm{inc}}(x ; \widehat{p}),
\end{align*}
$$

where $\widehat{p}$ is a constant unit vector with $\widehat{p} \cdot a=0$, and $h_{0}(y)=\mathrm{i} y^{-1} e^{\mathrm{i} y}$ is the spherical Hankel function of the first kind and order zero. Physically,
$\left(E_{a}^{\mathrm{inc}}, H_{a}^{\mathrm{inc}}\right)$ represents the field generated by a magnetic dipole with dipole moment $\widehat{a} \times \widehat{p}$ (see [106], or [121]). The above form of $E_{a}^{\mathrm{inc}}$ ensures that when the point source tends to infinity, the spherical wave reduces to a plane electric wave with direction of propagation $-\widehat{a}$ and polarisation $\widehat{p}$. The total exterior electric field $E_{a}^{t}$ is given by

$$
E_{a}^{t}(x ; \widehat{p})=E_{a}^{\mathrm{inc}}(x ; \widehat{p})+E_{a}^{\mathrm{e}}(x ; \widehat{p}), \quad x \in \mathcal{O}_{e} \backslash\{a\}
$$

where $E_{a}^{\mathrm{e}}(x ; \widehat{p})$ is the scattered electric field, which is assumed to satisfy the radiation condition

$$
\begin{equation*}
\widehat{x} \times \operatorname{curl} E_{a}^{\mathrm{e}}+\mathrm{i} k_{e}|x| E_{a}^{\mathrm{e}}=o\left(|x|^{-2}\right),|x| \rightarrow \infty \tag{6.8}
\end{equation*}
$$

uniformly in all directions $\widehat{x}$.
The behaviour of $E_{a}^{\mathrm{e}}$ in the radiation zone is given by

$$
E_{a}^{\mathrm{e}}(x)=h_{0}\left(k_{e}|x|\right) g_{\mathrm{A}}(\widehat{x})+O\left(|x|^{-2}\right),|x| \rightarrow \infty
$$

where $g_{\mathrm{A}}(\widehat{x})$ is the electric far-field pattern. We use this notation for the far-field pattern (instead of $E^{\infty}$ ) only in this section because of its relation to the spherical far-field pattern generator $G_{\mathrm{A}}$, which is defined below. The total exterior electric field solves the equation

$$
\operatorname{curl} \operatorname{curl} E_{a}^{t}=k_{e}^{2} E_{a}^{t} \quad \text { in } \mathcal{O}_{e} .
$$

We note that the incident electric field satisfies the radiation condition (6.8), and hence the total electric field also satisfies (6.8).

The incident electromagnetic waves are transmitted into the chiral scatterer. Let $E_{a}^{\mathrm{i}}$ be the total electric field in the interior. Then $E_{a}^{\mathrm{i}}$ satisfies

$$
\operatorname{curl} \operatorname{curl} E_{a}^{\mathrm{i}}-2 \beta_{i} \gamma_{i}^{2} \operatorname{curl} E_{a}^{\mathrm{i}}-\gamma_{i}^{2} E_{a}^{\mathrm{i}}=0 \quad \text { in } \mathcal{O},
$$

where $\gamma_{i}^{2}=k_{i}^{2}\left(1-k_{i}^{2} \beta_{i}^{2}\right)^{-1} \quad, \quad k_{i}^{2}=\varpi^{2} \varepsilon_{i} \mu_{i}$.
On the surface $\partial \mathcal{O}$ of the scatterer we have the following transmission conditions:

$$
\begin{aligned}
& n \times E_{a}^{t}=n \times E_{a}^{\mathrm{i}} \\
& n \times \operatorname{curl} E_{a}^{t}=\frac{\mu_{e}}{\mu_{i}} \frac{k_{i}^{2}}{\gamma_{i}^{2}} n \times \operatorname{curl} E_{a}^{\mathrm{i}}-\frac{\mu_{e}}{\mu_{i}} k_{i}^{2} \beta_{i} n \times E_{a}^{\mathrm{i}} .
\end{aligned}
$$

In the following for an incident time-harmonic spherical wave $E_{a}^{\text {inc }}(x ; \widehat{p})$ due to a point source located at $a$, we will denote the total field in $\mathcal{O}_{e}$, the scattered field and the far-field pattern by writing $E_{a}^{t}(x ; \widehat{p}), E_{a}^{e}(x ; \widehat{p})$ and $g_{\mathrm{A}}(\widehat{x} ; \widehat{p})$, respectively, indicating the dependence on the position $a$ of the point source and the polarisation $\widehat{p}$. Also, the total electric field in $\mathcal{O}$ will be denoted by $E_{a}^{\mathrm{i}}(x ; \widehat{p})$.

We are interested in relations between these fields. We consider a point source at $a$ with polarisation $\widehat{p}_{1}$ and another point source at $b$ with polarisation $\widehat{p}_{2}$.

We define the spherical far-field pattern generator ([33]) as

$$
G_{b}\left(a ; \widehat{p}_{2}\right)=e^{\mathrm{i} k_{\mathrm{e}}|a|} a \times\left[\operatorname{curl} E_{b}^{\mathrm{e}}\left(a ; \widehat{p}_{2}\right)-\frac{\mathrm{i} k_{e}}{2 \pi} \int_{S^{2}} \widehat{x} \times g_{b}\left(\widehat{x} ; \widehat{p}_{2}\right) e^{\mathrm{i} k_{\mathrm{e}} \widehat{x} \cdot a} d s(\widehat{x})\right] .
$$

Now the general scattering theorem for spherical electric waves scattered by a chiral obstacle is formulated as follows.

Theorem 6.3.8 For any two point source locations in $\mathcal{O}_{e}$, $a$ and $b$, and for any polarisations, $\widehat{p}_{1}$ and $\widehat{p}_{2}$, we have
$\widehat{p}_{1} \cdot G_{b}\left(a ; \widehat{p}_{2}\right)+\widehat{p}_{2} \cdot \overline{\left(G_{A}\left(b ; \widehat{p}_{1}\right)\right)}+\frac{1}{2 \pi} \int_{S^{2}} g_{b}\left(\widehat{x} ; \widehat{p}_{2}\right) \cdot \overline{\left(g_{A}\left(\widehat{x} ; \widehat{p}_{1}\right)\right)} d s(\widehat{x})=\mathcal{E}_{a, b}\left(\widehat{p}_{1} ; \widehat{p}_{2}\right)$, where

$$
\begin{aligned}
& \mathcal{E}_{a, b}\left(\widehat{p}_{1} ; \widehat{p}_{2}\right)=\int_{\mathcal{O}}\left(\mathfrak{r}_{1} \operatorname{curl} \overline{\left(E_{a}^{\mathrm{i}}\left(x ; \widehat{p}_{1}\right)\right)} \cdot \operatorname{curl} E_{b}^{\mathrm{i}}\left(x ; \widehat{p}_{2}\right) \mathfrak{r}_{2} \overline{\left(E_{a}^{\mathrm{i}}\left(x ; \widehat{p}_{1}\right)\right)} \cdot E_{b}^{\mathrm{i}}\left(x ; \widehat{p}_{2}\right)\right) d x \\
& +\mathfrak{r}_{3} \int_{\mathcal{O}}\left(\overline{\left(E_{a}^{\mathrm{i}}\left(x ; \widehat{p}_{1}\right)\right)} \cdot \operatorname{curl} E_{b}^{\mathrm{i}}\left(x ; \widehat{p}_{2}\right)-\operatorname{curl} \overline{\left(E_{a}^{\mathrm{i}}\left(x ; \widehat{p}_{1}\right)\right)} \cdot E_{b}^{\mathrm{i}}\left(x ; \widehat{p}_{2}\right)\right) d x,
\end{aligned}
$$

and

$$
\mathfrak{r}_{1}=\frac{k_{e}}{2 \pi} \operatorname{Im}\left(\frac{\mu_{e}}{\mu_{i}} \frac{k_{i}^{2}}{\gamma_{i}^{2}}\right), \mathfrak{r}_{2}=-\frac{k_{e}}{2 \pi} \operatorname{Im}\left(\frac{\mu_{e}}{\mu_{i}} k_{i}^{2}\right), \mathfrak{r}_{3}=\frac{k_{e}}{2 \pi} \operatorname{Im}\left(\frac{\mu_{e}}{\mu_{i}} k_{i}^{2} \beta_{i}\right)
$$

In [121] a reciprocity relation for spherical waves scattered by an achiral obstacle has been proved. The same relation also holds for a penetrable chiral scatterer; see [20].

THEOREM 6.3.9 For any two point source locations in $\mathcal{O}_{e}$, a and b, for any polarisations, $\widehat{p}_{1}$ and $\widehat{p}_{2}$, and for a penetrable chiral scatterer, we have

$$
h_{0}\left(k_{e}|a|\right)\left(\widehat{b} \times \widehat{p}_{2}\right) \cdot \operatorname{curl} E_{a}^{\mathrm{e}}\left(\widehat{b} ; \widehat{p}_{1}\right)=h_{0}\left(k_{e}|b|\right)\left(\widehat{a} \times \widehat{p}_{1}\right) \cdot \operatorname{curl} E_{b}^{\mathrm{e}}\left(\widehat{a} ; \widehat{p}_{2}\right)
$$

The scattering cross section due to a point source at $a$ is defined ([121]) as

$$
\sigma_{a}^{\mathrm{sc}}=\frac{1}{k_{e}^{2}} \int_{S^{2}}\left|g_{\mathrm{A}}(\widehat{x} ; \widehat{p})\right|^{2} d s(\widehat{x})
$$

the absorption cross section is defined as

$$
\sigma_{a}^{\mathrm{abs}}=\frac{1}{k_{e}} \operatorname{Im} \int_{\partial \mathcal{O}} n \cdot\left(E_{a}^{t} \times \operatorname{curl} \overline{E_{a}^{t}}\right) d s
$$

and the extinction cross section, $\sigma_{a}^{\text {ext }}$, is defined by

$$
\sigma_{a}^{\mathrm{ext}}=\sigma_{a}^{\mathrm{sc}}+\sigma_{a}^{\mathrm{abs}}
$$

It is not hard to see first that

$$
\sigma_{a}^{\mathrm{abs}}=-\frac{2 \pi}{k_{e}^{2}} \mathcal{E}_{a, a}(\widehat{p} ; \widehat{p})
$$

and then that

$$
\sigma_{a}^{\mathrm{ext}}=-\frac{4 \pi}{k_{e}^{2}} \operatorname{Re}\left[\widehat{p} \cdot G_{\mathrm{A}}(a ; \widehat{p})\right]
$$

Now let

$$
E_{\mathrm{pl}}^{\mathrm{inc}}(x ; \widehat{d}, \widehat{p})=\widehat{p} \exp \left\{\mathrm{i} k_{e} \widehat{d} \cdot x\right\}
$$

be an incident time-harmonic plane electric wave, where the unit vector $\widehat{d}$ describes the direction of propagation and the unit vector $\widehat{p}$ gives the polarisation. We will indicate the dependence of the total field in $\mathcal{O}_{e}$, the total field in $\mathcal{O}$, the scattered field and the electric far-field pattern on the incident direction $\widehat{d}$, and the polarisation $\widehat{p}$ by writing $E^{\mathrm{t}}(x ; \widehat{d}, \widehat{p}), E^{\mathrm{i}}(x ; \widehat{d}, \widehat{p})$, $E^{\mathrm{e}}(x ; \widehat{d}, \widehat{p})$, and $g(\widehat{x} ; \widehat{d}, \widehat{p})$, respectively.

### 6.3.3 Mixture of plane and spherical waves

Here we consider mixed situations, i.e., relate fields due to one spherical electric wave $E_{a}^{\mathrm{inc}}\left(x ; \widehat{p}_{1}\right)$ and one plane electric wave $E_{\mathrm{pl}}^{\mathrm{inc}}\left(x ;-\widehat{b}, \widehat{p}_{2}\right)$; we do this by letting $|b| \rightarrow \infty$ in our previous results.

Using some asymptotics, we can easily see that for the spherical electric wave (6.7) we have

$$
\begin{equation*}
\lim _{|b| \rightarrow \infty} E_{b}^{\mathrm{inc}}(x ; \widehat{p})=E_{\mathrm{pl}}^{\mathrm{inc}}(x ;-\widehat{q}, \widehat{p}) \tag{6.9}
\end{equation*}
$$

Theorem 6.3.10 For two incident point source electric waves, $E_{a}^{\mathrm{inc}}\left(x ; \widehat{p}_{1}\right)$ and $E_{b}^{\text {inc }}\left(x ; \widehat{p}_{2}\right)$, we have

$$
\lim _{|a| \rightarrow \infty} G_{b}\left(a ; \widehat{p}_{2}\right)=g_{b}\left(-\widehat{a} ; \widehat{p}_{2}\right), \lim _{|a| \rightarrow \infty} G\left(a ;-\widehat{q}, \widehat{p}_{2}\right)=g\left(-\widehat{a} ;-\widehat{q}, \widehat{p}_{2}\right) .
$$

We can now let $|b| \rightarrow \infty$ in the general scattering theorem (Theorem 6.3.8).

THEOREM 6.3.11 Let $E_{a}^{\text {inc }}\left(x ; \widehat{p}_{1}\right)$ be an incident spherical electric wave and let $E_{\mathrm{pl}}^{\mathrm{inc}}\left(x ;-\widehat{q}, \widehat{p}_{2}\right)$ be an incident plane electric wave. Then

$$
\begin{aligned}
& \widehat{p}_{1} \cdot G\left(a ;-\widehat{q}, \widehat{p}_{2}\right)+\widehat{p}_{2} \cdot \overline{g_{A}\left(\widehat{q} ; \widehat{p}_{1}\right)} \\
& +\frac{1}{2 \pi} \int_{S^{2}} g\left(\widehat{x} ;-\widehat{q}, \widehat{p}_{2}\right) \cdot \overline{g_{A}\left(\widehat{x} ; \widehat{p}_{1}\right)} d s(\widehat{x})=\lim _{|b| \rightarrow \infty} \mathcal{E}_{a, b}\left(\widehat{p}_{1} ; \widehat{p}_{2}\right) .
\end{aligned}
$$

To conclude, we note that we also have

$$
\lim _{|a| \rightarrow \infty} \lim _{|b| \rightarrow \infty} G_{b}\left(a ; \widehat{p}_{2}\right)=\lim _{|b| \rightarrow \infty} \lim _{|a| \rightarrow \infty} G_{b}\left(a ; \widehat{p}_{2}\right)=g\left(-\widehat{a} ;-\widehat{q}, \widehat{p}_{2}\right) .
$$

This can be used to verify that the known scattering relations for plane wave incidence ([106], [121]) are recovered when $|a| \rightarrow \infty$ and $|b| \rightarrow \infty$. Furthermore, (6.9) and the reciprocity principle for plane waves ([121]) give the following limiting property:

$$
\lim _{|a| \rightarrow \infty} \widehat{p}_{1} \cdot G\left(a ;-\widehat{q}, \widehat{p}_{2}\right)=\lim _{|b| \rightarrow \infty} \widehat{p}_{2} \cdot G\left(-b ; \widehat{a}, \widehat{p}_{1}\right)
$$

REmARK 6.3.12 The problem of the scattering of a spherical electromagnetic wave propagating in a chiral medium by a bounded chiral obstacle is studied in [20], as far as the derivation of reciprocity and general scattering theorems (relating the scattered fields due to the presence of a point source located at two different points) is concerned. A forward scattering theorem and mixed (plane/spherical) scattering relations are also established. In [45] certain radiation integral relations ("radiation principles") are established that relate the fields and far-field patterns created by spherical wave excitation due to a dipole immersed in the interior of a layered chiral obstacle. A reciprocity principle and a general radiation theorem (as well as an optical theorem resulting from the latter) are proved, relating the total, primary and secondary Beltrami fields to the respective far-field patterns. Mixed (plane/spherical) radiation-scattering theorems are also derived.

### 6.4 USING DYADICS

Dyadics may provide a very useful formulation for some key results in scattering theory. Dyadic Green functions play a key rôle in electromagnetics; see [400]. An introduction to dyadic analysis can be found in Appendix D.

### 6.4.1 An expansion result of the Atkinson-Wilcox type

We deal again with the scattering problem for an obstacle in a chiral environment. In this section, any kind of boundary condition on $\partial \mathcal{O}$ that ensures well posedness of the corresponding boundary value problem can be considered (and not necessarily the perfect conductor condition).

Letting $U^{\mathrm{e}}$ be equal either to $E^{\mathrm{e}}$ or $H^{\mathrm{e}}$, we have

$$
\begin{align*}
& \operatorname{curl} \operatorname{curl} U^{\mathrm{e}}-2 \beta_{e} \gamma_{\mathrm{e}}^{2} \operatorname{curl} U^{\mathrm{e}}-\gamma_{\mathrm{e}}^{2} U^{\mathrm{e}}=0, \quad \text { in } \mathcal{O}_{e}  \tag{6.10}\\
& \widehat{x} \times \operatorname{curl} U^{\mathrm{e}}(x)-\beta_{e} \gamma_{\mathrm{e}}^{2} \widehat{x} \times U^{\mathrm{e}}(x)+\mathrm{i} \frac{\gamma_{\mathrm{e}}^{2}}{k_{e}} U^{\mathrm{e}}(x)=o\left(|x|^{-1}\right), \tag{6.11}
\end{align*}
$$

as $|x| \rightarrow \infty$ uniformly in all directions $\widehat{x}$.
Let us denote by $\widetilde{\widetilde{B}}\left(x, x^{\prime}\right)$ the infinite medium Green dyadic. Chirality imposes the appearance of two components, a left-handed one and a righthanded one, in $\widetilde{B}$; as in [268] we can write

$$
\begin{equation*}
\widetilde{\widetilde{B}}\left(x, x^{\prime}\right)=\widetilde{\widetilde{B}}_{\mathrm{L}}\left(x, x^{\prime}\right)+\widetilde{\widetilde{B}}_{\mathrm{R}}\left(x, x^{\prime}\right) \tag{6.12}
\end{equation*}
$$

where, for $\lambda=\mathrm{L}, \mathrm{R}$,

$$
\widetilde{\widetilde{B}}_{\lambda}\left(x, x^{\prime}\right)=\frac{k_{e} \gamma_{e \lambda}}{2 \gamma_{\mathrm{e}}^{2}}\left(\widetilde{\widetilde{I}}+\frac{1}{\gamma_{\mathrm{e} \mathrm{\lambda}}{ }^{2}} \operatorname{grad} \operatorname{grad}+\frac{\mathfrak{m}_{\lambda}}{\gamma_{\mathrm{e} \mathrm{\lambda}}} \operatorname{curl}_{x} \widetilde{\widetilde{I}}\right) \Phi\left(x, x^{\prime} ; \gamma_{\mathrm{e} \mathrm{\lambda}}\right)
$$

Here $\widetilde{\widetilde{I}}$ is the identity dyadic, $\Phi\left(x, x^{\prime} ; k\right)$ is the fundamental solution of the Helmholtz equation and $\mathfrak{m}_{\lambda}$ is defined in (5.8). This decomposition is reflected in an Atkinson-Wilcox type result for chiral media stated below, based on the following integral representation of the scattered field, ([268])

$$
\begin{align*}
U^{\mathrm{e}}(x) & =-2 \beta_{e} \gamma_{\mathrm{e}}^{2} \int_{\partial \mathcal{O}} \widetilde{\widetilde{B}}\left(x, x^{\prime}\right) \cdot\left(n \times U^{\mathrm{e}}\left(x^{\prime}\right)\right) d s\left(x^{\prime}\right) \\
& +\int_{\partial \mathcal{O}} \widetilde{\widetilde{B}}\left(x, x^{\prime}\right) \cdot\left(n \times \operatorname{curl} U^{\mathrm{e}}\left(x^{\prime}\right)\right) d s\left(x^{\prime}\right) \\
& +\int_{\partial \mathcal{O}} \operatorname{curl}_{x} \widetilde{\widetilde{B}}\left(x, x^{\prime}\right) \cdot\left(n \times U^{\mathrm{e}}\left(x^{\prime}\right)\right) d s\left(x^{\prime}\right), \quad x \in \mathcal{O}_{e} . \tag{6.13}
\end{align*}
$$

Let $\rho_{0}$ be the radius of the smallest sphere circumscribable around the scatterer. Then we have an Atkinson-Wilcox type of expansion result for chiral media.

ThEOREM 6.4.1 Let $U^{\mathrm{e}}$ be a twice continuously differentiable field satisfying (6.10) and (6.11) in the domain $r>\rho_{0}$, where $(r, \theta, \varphi)$ are the spherical coordinates of the observation point $x$. Then

$$
\begin{equation*}
U^{\mathrm{e}}(x)=\frac{e^{i \gamma_{e L} r}}{r} \sum_{j=0}^{\infty} \frac{F_{j}^{L}(\theta, \varphi)}{r^{j}}+\frac{e^{i \gamma_{e R} r}}{r} \sum_{j=0}^{\infty} \frac{F_{j}^{R}(\theta, \varphi)}{r^{j}}, \tag{6.14}
\end{equation*}
$$

which converges for $r>\rho_{0}$. The series in (6.14), as well as those obtained by term-by-term differentiation of any order, converge absolutely and uniformly in the closed domain $r \geq r_{0}>\rho_{0}, \theta \in[0, \pi], \varphi \in[0,2 \pi]$.

A consequence of the above expansion theorem is the following proposition by which we recurrently obtain all the coefficients in the series (6.14) from the leading coefficient $F_{0}^{\lambda}(\theta, \varphi)$. In complete analogy with the standard Atkinson-Wilcox expansion for the Helmholtz equation, the leading coefficient has the interpretation of a far-field.

Theorem 6.4.2 The coefficients $F_{j}^{\lambda}(\theta, \varphi), \lambda=L, R$, of the series (6.14) can be determined from $F_{0}^{\lambda}(\theta, \varphi)$ by the recurrence relations

$$
\left(\gamma_{\mathrm{e}}^{2}-\gamma_{e \lambda}^{2}\right) F_{1}^{\lambda}+2 \mathrm{i} \gamma_{\mathrm{e}}^{2} \beta_{e} \gamma_{e \lambda} \widehat{r} \times F_{1}^{\lambda}=2 \gamma_{\mathrm{e}}^{2} \beta_{e}(\widehat{r}-D) \times F_{0}^{\lambda}
$$

and, for $j \geq 1$,

$$
\begin{align*}
& \left(\gamma_{\mathrm{e}}^{2}-\gamma_{e \lambda}^{2}\right) F_{j+1}^{\lambda}+2 \mathrm{i} \gamma_{\mathrm{e}}^{2} \beta_{e} \gamma_{e \lambda} \widehat{r} \times F_{j+1}^{\lambda}= \\
& 2 j \mathrm{i} \gamma_{e \lambda} F_{j}^{\lambda}+2 \gamma_{\mathrm{e}}^{2} \beta_{e}((j+1) \widehat{r}-D) \times F_{j}^{\lambda}-[B+j(j-1)] F_{j-1}^{\lambda} \tag{6.15}
\end{align*}
$$

where ${ }^{7} D=\widehat{\theta} \frac{\partial}{\partial \theta}+\frac{1}{\sin \theta} \widehat{\varphi} \frac{\partial}{\partial \varphi}$ and $B=D \cdot D$ is the Beltrami operator.
One can easily obtain from the above recursion relations that if the radiation patterns $F_{0}^{\lambda}(\theta, \varphi), \lambda=L, R$, are zero, then the scattered field is also zero (a useful property in inverse scattering problems).

The proofs of the results in this section may be found in [26].

### 6.4.2 Low-frequency theory

In this section we consider the perfect conductor problem, in terms of the electric field only. We make extensive use of dyadic Green functions (see [400]).

Using (5.14), the fact that $E^{\text {inc }}$ satisfies (5.13), and the following reciprocity properties of the dyadic Green function

$$
\widetilde{\widetilde{B}}\left(x^{\prime}, x\right)^{t r}=\widetilde{\widetilde{B}}\left(x, x^{\prime}\right) \quad \text { and } \quad\left(\operatorname{curl}_{x^{\prime}} \widetilde{\widetilde{B}}\left(x^{\prime}, x\right)\right)^{t r}=\operatorname{curl}_{x} \widetilde{\widetilde{B}}\left(x, x^{\prime}\right)
$$

we obtain from the integral representation (6.13) that

$$
\begin{equation*}
E^{\mathrm{t}}(x)=E^{\mathrm{inc}}(x)+\int_{\partial \mathcal{O}} \widetilde{\widetilde{B}}\left(x, x^{\prime}\right) \cdot\left(n \times \operatorname{curl} E^{\mathrm{t}}\left(x^{\prime}\right)\right) d s\left(x^{\prime}\right), \quad x \in \mathcal{O}_{e} \tag{6.16}
\end{equation*}
$$

Using some asymptotics ([24], [121]) we have the following expression for the asymptotic behaviour of $\widetilde{\widetilde{B}}_{\lambda}, \lambda=L, R$ :

$$
\begin{equation*}
\widetilde{\widetilde{B}}_{\lambda}\left(x, x^{\prime}\right)=\frac{k_{e} \gamma_{e \lambda}}{8 \pi \alpha_{e}^{2}} \frac{e^{\mathrm{i} \gamma_{e \lambda}|x|}}{|x|} e^{-\mathrm{i} \gamma_{e \lambda} \widehat{x} \cdot x^{\prime}} \widetilde{\tilde{J}}_{\lambda}+O\left(|x|^{-2}\right), \quad|x| \rightarrow \infty \tag{6.17}
\end{equation*}
$$

[^55]uniformly for all $x^{\prime} \in \partial \mathcal{O}$, where
$$
\widetilde{\widetilde{\mathfrak{J}}}_{\lambda}=\widetilde{\widetilde{I}}-\widehat{x} \otimes \widehat{x}+\mathrm{i} \mathfrak{m}_{\lambda} \widehat{x} \otimes \widetilde{\widetilde{I}}
$$
and $\mathfrak{m}_{\lambda}$ is defined in (5.8). Using (6.17) and the integral representation (6.16), we end up with
\[

$$
\begin{equation*}
E^{\mathrm{e}}(x)=\frac{e^{\mathrm{i} \gamma_{\mathrm{eL}}|x|}}{|x|} E_{\mathrm{L}}^{\infty}(x)+\frac{e^{\mathrm{i} \gamma_{\mathrm{eR}}|x|}}{|x|} E_{\mathrm{R}}^{\infty}(x)+O\left(|x|^{-2}\right), \quad|x| \rightarrow \infty \tag{6.18}
\end{equation*}
$$

\]

where for $x \in \mathcal{O}_{e}, x^{\prime} \in \partial \mathcal{O}$,

$$
\begin{equation*}
E_{\lambda}^{\infty}(x)=\frac{k_{e} \gamma_{e \lambda}}{8 \pi \alpha_{e}^{2}} \int_{\partial \mathcal{O}} e^{-\mathrm{i} \gamma_{e \lambda} \widehat{x} \cdot x^{\prime}} \widetilde{\widetilde{\mathfrak{J}}}_{\lambda} \cdot\left[n \times \operatorname{curl} E^{\mathrm{t}}\left(x^{\prime}\right)\right] d s\left(x^{\prime}\right) \tag{6.19}
\end{equation*}
$$

Let us remark that in the case that $\mathcal{O}_{e}$ is achiral space $\left(\beta_{e}=0\right),(6.18)$ and (6.19) yield the familiar electric far-field pattern ([106]). The appearance of the left and the right electric far-field patterns is due to the chiral nature of the host medium; (see also [268]).

We are now in a position to present the low-frequency theory for the perfect conductor problem.

The solution $E^{\mathrm{t}}$ of the scattering problem (5.13) - (5.15) considered as a function of $\varpi$ is analytic in a neighbourhood of zero ([34]). Thus, $E^{t}$ can be expressed as a convergent power series of $\varpi$ in the low-frequency region

$$
\begin{equation*}
E^{\mathrm{t}}(x)=\sum_{j=0}^{\infty} \frac{\varpi^{j}}{j!} \Theta_{j}(x), \quad x \in \mathcal{O}_{e} \tag{6.20}
\end{equation*}
$$

where the low-frequency coefficients $\Theta_{j}(x)$ are independent of $\varpi$. Inserting the expansion (6.20) into (5.13) and equating equal powers of $\varpi$, the following iterative sequence of PDEs is obtained:

$$
\begin{aligned}
\operatorname{curl} \operatorname{curl} \Theta_{j}(x) & =0, \quad x \in \mathcal{O}_{e}, \quad j=0,1 \\
\operatorname{curl} \operatorname{curl} \Theta_{j}(x) & =j(j-1) \varepsilon_{e} \mu_{e} \beta_{e}^{2} \operatorname{curl} \operatorname{curl} \Theta_{j-2}(x) \\
& +2 j(j-1) \varepsilon_{e} \mu_{e} \beta_{e} \operatorname{curl} \Theta_{j-2}(x) \\
& +j(j-1) \varepsilon_{e} \mu_{e} \Theta_{j-2}(x), \quad x \in \mathcal{O}_{e}, \quad j=2,3, \ldots
\end{aligned}
$$

Moreover $\Theta_{j}, j=0,1,2, \ldots$, are divergence free in $\mathcal{O}_{e}$. Hence, the lowfrequency coefficients $\Theta_{j}$ for $j=0,1$, are solutions of the vector Laplace equation, while $\Theta_{j}$ for $j \geq 2$ are solutions of the vector Poisson equation, since the low-frequency coefficients of the right-hand sides are known from previous steps. The boundary condition (5.14) is transformed into

$$
n \times \Theta_{j}(x)=0, \quad x \in \partial \mathcal{O}
$$

We note that a similar expansion can be obtained for the magnetic field $H$. In particular, if we consider the low-frequency expansion

$$
H^{\mathrm{t}}(x)=\sum_{j=0}^{\infty} \frac{\varpi^{j}}{j!} \Psi_{j}(x), \quad x \in \mathcal{O}_{e}
$$

with $\Psi_{n}(x)$ independent of $\varpi$, then the coefficients $\Theta_{j}, \Psi_{j}$ are connected by the relations

$$
\begin{align*}
& \operatorname{curl} \Theta_{0}=0 \\
& \operatorname{curl} \Theta_{1}=\mathrm{i} \mu \Psi_{0}  \tag{6.21}\\
& \operatorname{curl} \Theta_{j}-(j-1) \varepsilon_{e} \mu_{e} \beta_{e}\left(\beta_{e} \operatorname{curl} \Theta_{j-2}-j \Theta_{j-2}\right)=\mathrm{i} j \Psi_{j-1}, \quad j \geq 2
\end{align*}
$$

To derive a suitable form of the radiation condition for the low-frequency coefficients, we use the integral representation (6.16), where all the fields are expanded in power series with respect to $\varpi$. The incident electric plane wave (5.7) assumes the following form, established in the Appendix of [24]:

$$
\begin{equation*}
E^{\mathrm{inc}}(x)=\sum_{j=0}^{\infty} \frac{\varpi^{j}}{j!}\left[q_{\mathrm{L}} f_{\mathrm{L}, j}\left(p_{\mathrm{L}} \cdot x\right)+q_{\mathrm{R}} f_{\mathrm{R}, j}\left(p_{\mathrm{R}} \cdot x\right)\right] . \tag{6.22}
\end{equation*}
$$

The functions $f_{\lambda, j}, \lambda=\mathrm{L}, \mathrm{R}$, have the form

$$
f_{\lambda, j}(\tau)=\sum_{m=0}^{j} \mathfrak{d}_{\lambda, j, m} \tau^{m}
$$

where the coefficients $\mathfrak{d}_{\lambda, j, m}$ are dependent only on the physical parameters $\varepsilon_{e}, \mu_{e}, \beta_{e}$.

The infinite medium Green dyadic $\widetilde{\widetilde{B}}\left(x, x^{\prime}\right)$ given by (6.12) has the following expansion:

$$
\begin{equation*}
\widetilde{\widetilde{B}}\left(x, x^{\prime}\right)=\sum_{j=0}^{\infty} \frac{\varpi^{j}}{j!} \widetilde{\widetilde{\Gamma}}_{j}\left(x, x^{\prime}\right)+\frac{\widetilde{\widetilde{T}}_{0}\left(x, x^{\prime}\right)}{4 \pi \varepsilon_{e} \mu_{e} \varpi^{2}} \tag{6.23}
\end{equation*}
$$

where

$$
\tilde{\widetilde{\Gamma}}_{j}\left(x, x^{\prime}\right)=\widetilde{\widetilde{\Gamma}}_{\mathrm{L}, j}\left(x, x^{\prime}\right)+\widetilde{\widetilde{\Gamma}}_{\mathrm{R}, j}\left(x, x^{\prime}\right)
$$

with

$$
\widetilde{\widetilde{\Gamma}}_{\lambda, 0}\left(x, x^{\prime}\right)=\frac{1}{16 \pi\left|x-x^{\prime}\right|}\left[\left(1+2 \beta_{e}^{2}\right) \widetilde{\widetilde{I}}+\left(1-6 \beta_{e}^{2}\right) \frac{\left(x-x^{\prime}\right) \otimes\left(x-x^{\prime}\right)}{\left|x-x^{\prime}\right|^{2}}\right]
$$

and, for $j=1,2, \ldots$,

$$
\begin{aligned}
& 8 \pi \widetilde{\widetilde{\Gamma}}_{\lambda, j}\left(x, x^{\prime}\right)=\frac{\widetilde{\widetilde{I}}}{\left|x-x^{\prime}\right|}\left[f_{\lambda, j}\left(\left|x-x^{\prime}\right|\right)+j \beta_{e} \sqrt{\varepsilon_{e} \mu_{e}} f_{\lambda, j-1}\left(\left|x-x^{\prime}\right|\right)\right] \\
& +\frac{1}{(j+1)(j+2) \varepsilon_{e} \mu_{e}} \widetilde{\widetilde{S}}_{\lambda, j+2}\left(x, x^{\prime}\right)-\frac{\beta_{e} \mathfrak{m}_{\lambda}}{(j+1) \sqrt{\varepsilon_{e} \mu_{e}}} \widetilde{\widetilde{S}}_{\lambda, j+1}\left(x, x^{\prime}\right) \\
& +\frac{\mathfrak{m}_{\lambda}}{(j+1) \sqrt{\varepsilon_{e} \mu_{e}}}\left(x-x^{\prime}\right) \times \widetilde{\widetilde{S}}_{\lambda, j+1}\left(x, x^{\prime}\right)+j \mathfrak{m}_{\lambda} \beta_{e}^{2} \sqrt{\varepsilon_{e} \mu_{e}} \widetilde{\widetilde{S}}_{\lambda, j-1}\left(x, x^{\prime}\right) \\
& \quad-j \mathfrak{m}_{\lambda} \beta_{e}^{2} \sqrt{\varepsilon_{e} \mu_{e}}\left(x-x^{\prime}\right) \times \widetilde{\widetilde{S}}_{\lambda, j-1}\left(x, x^{\prime}\right)-\beta_{e}^{2} \widetilde{\widetilde{S}}_{\lambda, j}\left(x, x^{\prime}\right)
\end{aligned}
$$

with

$$
\widetilde{\widetilde{S}}_{\lambda, j}\left(x, x^{\prime}\right)=\sum_{m=0}^{j}(m-1) \mathfrak{d}_{\lambda, j, m} \widetilde{\widetilde{T}}_{m}\left(x, x^{\prime}\right)
$$

and

$$
\widetilde{\widetilde{T}}_{m}\left(x, x^{\prime}\right)=\frac{1}{\left|x-x^{\prime}\right|^{3}}\left[\widetilde{\widetilde{I}}+(m-3) \frac{\left(x-x^{\prime}\right) \otimes\left(x-x^{\prime}\right)}{\left|x-x^{\prime}\right|^{2}}\right]
$$

Since

$$
\widetilde{\widetilde{T}}_{0}\left(x, x^{\prime}\right)=O\left(|x|^{-3}\right), \quad|x| \rightarrow \infty
$$

from (6.16), (6.22) and (6.23) we obtain the following asymptotic representation for the $j$ th low-frequency coefficient:

$$
\begin{aligned}
\Theta_{j}(x) & =q_{\mathrm{L}} f_{\mathrm{L}, j}\left(p_{\mathrm{L}} \cdot x\right)+q_{\mathrm{R}} f_{\mathrm{R}, j}\left(p_{\mathrm{R}} \cdot x\right) \\
& +\sum_{\rho=0}^{j-1}\binom{j}{\rho} \int_{\partial \mathcal{O}} \widetilde{\widetilde{\Gamma}}_{j-\rho}\left(x-x^{\prime}\right) \cdot\left[n \times \operatorname{curl} \Theta_{\rho}\left(x^{\prime}\right)\right] d s\left(x^{\prime}\right) \\
& +O\left(|x|^{-1}\right), \quad|x| \rightarrow \infty
\end{aligned}
$$

The far-field behaviour of the electric field at low-frequencies can be derived from (6.19), using (6.20) and the expansion

$$
e^{-\mathrm{i} \gamma_{e \lambda} \widehat{x} \cdot x^{\prime}}=\sum_{j=0}^{\infty} \frac{\varpi^{j}}{j!} f_{\lambda, j}\left(-\widehat{x} \cdot x^{\prime}\right)
$$

So, we have

$$
E_{\lambda}^{\infty}(x)=\frac{\widetilde{\widetilde{J}}_{\lambda}}{8 \pi} \cdot \Sigma_{\infty}
$$

where

$$
\begin{aligned}
& \Sigma_{\infty}:=\sum_{j=0}^{\infty} \frac{\varpi^{j}}{j!} \sum_{\rho=0}^{j}\binom{j}{\rho} \int_{\partial \mathcal{O}} f_{\lambda, j}\left(-\widehat{x} \cdot x^{\prime}\right) n \times \operatorname{curl} \Theta_{j-\rho}\left(x^{\prime}\right) d s\left(x^{\prime}\right) \\
& +\beta_{e} \sqrt{\varepsilon_{e} \mu_{e}} \sum_{j=0}^{\infty} \frac{\varpi^{j}}{j!} \sum_{\rho=0}^{j-1}\binom{j-1}{\rho} \int_{\partial \mathcal{O}} f_{\lambda, j}\left(-\widehat{x} \cdot x^{\prime}\right) n \times \operatorname{curl} \Theta_{j-\rho-1}\left(x^{\prime}\right) d s\left(x^{\prime}\right) .
\end{aligned}
$$

From this relation, taking into account (6.21) and the fact that for any closed surface surrounding a free-charge region the corresponding surface integrals of $\Theta_{0}$ or $\Psi_{0}$ are equal to zero, we admit the leading term approximation as $\varpi \rightarrow 0$ :

$$
\begin{aligned}
E_{\lambda}^{\infty}(x)= & \frac{\varpi^{2}}{8 \pi} \widetilde{\widetilde{J}}_{\lambda} \cdot\left[\int_{\partial \mathcal{O}} n \times \operatorname{curl} \Theta_{2}\left(x^{\prime}\right) d s\left(x^{\prime}\right)\right. \\
& \left.-2 \mathrm{i} \int_{\partial \mathcal{O}}\left(x \cdot x^{\prime}\right) n \times \operatorname{curl} \Theta_{1}\left(x^{\prime}\right) d s\left(x^{\prime}\right)\right]+O\left(\varpi^{3}\right), \quad \varpi \rightarrow 0 .
\end{aligned}
$$

REmark 6.4.3 As far as the development of low-frequency theory for transmission problems is concerned, let us mention that the chiral scatterer in an achiral environment transmission problem (to be more precise, the more general problem where the chiral scatterer consists of an "onion-like" structure of a finite number of nested homogeneous chiral layers of different electromagnetic material parameters in each layer, with a perfectly conducting or impedant core) is treated in [43]. The case of an achiral scatterer in a chiral environment is studied in [23].

Remark 6.4.4 Some other very interesting issues of low-frequency theory for chiral media are considered in [10].

Remark 6.4.5 In [27], scattering theorems for dyadic chiral fields are studied, while in [29] the authors' results (see Section 6.5) for the perfect conductor scattering problem on Beltrami-Herglotz fields, Herglotz pairs and density theorems in the vector case are established in the dyadic case, as well.

### 6.5 HERGLOTZ WAVE FUNCTIONS

The asymptotic properties of metaharmonic functions (i.e., solutions of the Helmholtz equation) have been the subject of extensive study over the years. The modern interest in the field, initiated by a lecture by Herglotz in the mid1940s, was further advanced by Müller [327], Hartman [184], and Hartman and Wilcox [185] in the 1950s and 1960s, and was used extensively in the context of multiple scattering theory by Twersky in the 1960s [415], [416], [417]. In addition to the sine qua non rôle that Herglotz wave functions play in multiple scattering, they proved to be very useful in inverse scattering theory; Colton and Kirsch [102], Colton and Kress [104], [105], [107] and Colton and Monk [108], [109] used Herglotz wave functions to develop an effective method for shape reconstruction in acoustic and electromagnetic inverse scattering theory. An excellent source for this approach is [106]. Density results for the vector Helmholtz equation may be found in [433]. Dassios and Rigou [122] extended to linear elasticity the basic properties of the acoustic Herglotz functions. In this section we present the related results of Athanasiadis and Kardasi [28], [30] concerning chiral media.

### 6.5.1 Herglotz functions

A Herglotz scalar wave fuction is a solution $U$ in $\mathbb{R}^{3}$ of the Helmholtz equation $\Delta U+k^{2} U=0, k \in \mathbb{R}$, satisfying the growth condition

$$
\|U\|_{H}^{2}:=\lim _{\varrho \rightarrow \infty} \frac{1}{\varrho} \int_{B(0, \varrho)}|U(x)|^{2} d x<\infty
$$

where, as proved in [185], the above quantity exists and defines a norm, called the Herglotz norm. It is known ([106]) that a function is a Herglotz
function if and only if there exists a function $g \in L^{2}\left(S^{2}\right)$, called the Herglotz kernel, such that

$$
U(x)=\int_{S^{2}} g(\widehat{d}) e^{\mathrm{i} k \widehat{d} \cdot x} d s(\widehat{d})
$$

Furthermore, $U$ and $g$ are related by

$$
\|U\|_{H}^{2}=\frac{8 \pi^{2}}{k^{2}}\|g\|_{L^{2}\left(S^{2}\right)}^{2}
$$

In analogy with the scalar case, let us now consider the vector Herglotz wave function

$$
\begin{equation*}
q(x)=\int_{S^{2}} b(\widehat{d}) e^{\mathrm{i} \gamma \widehat{d} \cdot x} d s(\widehat{d}) \tag{6.24}
\end{equation*}
$$

with a vector Herglotz kernel $b \in\left(L^{2}\left(S^{2}\right)\right)^{3}$, and $\gamma>0$; i.e., the Cartesian components of $q$ are scalar Herglotz wave functions. These represent solutions of the vector Helmholtz equation $\Delta q+\gamma^{2} q=0$ in $\mathbb{R}^{3}$. The definition of the Herglotz norm for the vector case is obvious.

Remark 6.5.1 The term Herglotz function is also used for a holomorphic function $h: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+} \cup \mathbb{R}$, where $\mathbb{C}^{+}:=\{z: \operatorname{Im} z>0\}$. These functions are closely related to the so-called Nevanlinna functions, or Pick functions, or $R$-functions, and have been thoroughly studied because of their relation to positive harmonic functions and Hardy spaces, the theory of continued fractions and the problem of moments, and the spectral theory of self-adjoint operators. These functions turned to be very important recently in the following sense: it is known that they can be represented by positive measures on the real line, a representation that can be interpreted as a dispersion relation for passive systems. A set of integral identities (called "sum rules") for physical systems has been derived ([62]) from this representation. These sum rules constitute a very promising setting for deriving physical limitations for passive systems.

### 6.5.2 Beltrami-Herglotz functions

Chirality imposes the appearance of two components, a left-handed one and a right-handed one, in Herglotz functions. For $q$ given by (6.24), it can easily be shown that

$$
\begin{aligned}
& \operatorname{div} q(x)=i \gamma \int_{S^{2}} e^{\mathrm{i} \gamma \widehat{d} \cdot x} \widehat{d} \cdot b(\widehat{d}) d s(\widehat{d}) \\
& \operatorname{curl} q(x)=i \gamma \int_{S^{2}} e^{i \gamma \widehat{d} \cdot x} \widehat{d} \times b(\widehat{d}) d s(\widehat{d}) .
\end{aligned}
$$

Thus, we see that a vector Herglotz wave function $q(x)$ is a Beltrami field if and only if $\widehat{d} \cdot b(\widehat{d})=0$ and for LCP fields $\widehat{d} \times b(\widehat{d})=-i b(\widehat{d})$, while $\widehat{d} \times b(\widehat{d})=i b(\widehat{d})$ for RCP fields. This observation leads to the definition of the following subspaces of $\left(L^{2}\left(S^{2}\right)\right)^{3}$ :

$$
\mathbb{T}_{\mathrm{L}}^{2}\left(S^{2}\right)=\left\{b_{\mathrm{L}}: S^{2} \rightarrow \mathbb{C}^{3}: b_{\mathrm{L}} \in\left(L^{2}\left(S^{2}\right)\right)^{3}, n \cdot b_{\mathrm{L}}=0, n \times b_{\mathrm{L}}=-i b_{\mathrm{L}}\right\}
$$

$$
\mathbb{T}_{\mathrm{R}}^{2}\left(S^{2}\right)=\left\{b_{\mathrm{R}}: S^{2} \rightarrow \mathbb{C}^{3}: b_{\mathrm{R}} \in\left(L^{2}\left(S^{2}\right)\right)^{3}, n \cdot b_{\mathrm{R}}=0, n \times b_{\mathrm{R}}=i b_{\mathrm{R}}\right\}
$$

A vector Herglotz wave function that is also a Beltrami field is called a Beltrami-Herglotz function. Athanasiadis and Kardasi [28] introduced this concept for the study of the Maxwell equations (5.2) in chiral media, which in view of Bohren's decomposition (5.5) take the form (5.4) in terms of Beltrami fields. In particular:

Definition 6.5.2 Let $b_{\lambda} \in \mathbb{T}_{\lambda}^{2}\left(S^{2}\right)$. A $\lambda$ - $C P^{8}$ Beltrami-Herglotz function, $\lambda=L, R$, is a function of the form

$$
\begin{equation*}
q_{\lambda}(x)=\int_{S^{2}} b_{\lambda}\left(\widehat{d}_{\lambda}\right) e^{i \gamma_{\lambda} \widehat{d}_{\lambda} \cdot x} d s\left(\widehat{d}_{\lambda}\right) \tag{6.25}
\end{equation*}
$$

The function $b_{\lambda}$ is called the $\lambda$-CP Beltrami-Herglotz kernel.
The Beltrami-Herglotz functions are characterised by a growth condition:
Theorem 6.5.3 The vector $q_{\lambda}$ is a $\lambda$-CP, $\lambda=L, R$, Beltrami-Herglotz function if and only if it is a $\lambda$-CP Beltrami field satisfying $\left\|q_{\lambda}\right\|_{H}^{2}<\infty$.

Beltrami-Herglotz functions can be expanded in terms of spherical vector wave functions (see Section 5.6.1). The inversion of (6.25) is given in the following result ([28]) which provides an expression for the Herglotz kernels $b_{\lambda}$ directly from $q_{\lambda}$ without the need to resort to such series expansions.

Theorem 6.5.4 If $q_{\lambda}, \lambda=L, R$, is a Beltrami-Herglotz function and $b_{\lambda}$ is the corresponding Herglotz kernel, then

$$
b_{\lambda}(\widehat{x})=\lim _{\varrho \rightarrow \infty} \frac{1}{2 \varrho} \int_{0}^{\varrho} r e^{-i \gamma_{\lambda} r}\left[\frac{\partial q_{\lambda}(x)}{\partial r}+i \gamma_{\lambda} q_{\lambda}(x)\right] d r
$$

with $r=|x|$ and the limit interpreted in the $\left(L^{2}\left(S^{2}\right)\right)^{3}$ sense.
Beltrami-Herglotz functions are important because of the following density result ([28]).

Theorem 6.5.5 Let $\mathcal{O}$ be a bounded domain in $\mathbb{R}^{3}$ with $C^{2}$ boundary. For every Beltrami field $Q_{\lambda} \in C^{2, \alpha}(\overline{\mathcal{O}}), \alpha \in(0,1)$, and for every $\epsilon>0$ there exists a Beltrami-Herglotz function $q_{\lambda}, \lambda=L, R$, such that

$$
\max _{x \in \overline{\mathcal{O}}}\left|Q_{\lambda}(x)-q_{\lambda}(x)\right| \leq \epsilon .
$$

Similar density results have been proved by Colton and Monk [108] for the Helmholtz equation in starlike domains in $\mathbb{R}^{2}$, and by Dassios and Rigou [123] for the reduced Navier equation for three-dimensional linear elasticity.

[^56]
### 6.5.3 Chiral Herglotz pairs

Using the LCP and the RCP Beltrami-Herglotz functions, we introduce the concept of a chiral Herglotz pair.

Definition 6.5.6 A chiral Herglotz pair is a pair of vector fields of the form

$$
\begin{equation*}
\mathcal{E}(x)=q_{L}(x)-i \eta q_{R}(x), \quad \mathcal{H}(x)=i \eta^{-1} q_{L}(x)+q_{R}(x), \tag{6.26}
\end{equation*}
$$

where $q_{\lambda}, \lambda=L, R$ are $\lambda-C P$ Beltrami-Herglotz functions.
Chiral Herglotz pairs are generated by linear combinations of BeltramiHerglotz kernels.

Definition 6.5.7 The vector field $b_{L}+b_{R}$, where $b_{\lambda} \in \mathbb{T}_{\lambda}^{2}\left(S^{2}\right), \lambda=L, R$, is called the electric Herglotz kernel for the electric Herglotz field $\mathcal{E}$.

Let us denote the set of all electric Herglotz kernels by

$$
\mathbb{T}_{\mathrm{LR}}^{2}\left(S^{2}\right)=\left\{b: S^{2} \rightarrow \mathbb{C}^{3}: b=b_{\mathrm{L}}+b_{\mathrm{R}}, \text { where } b_{\lambda} \in \mathbb{T}_{\lambda}^{2}\left(S^{2}\right), \lambda=L, R\right\}
$$

and note that it is a subset ${ }^{9}$ of $\mathbb{T}_{\mathrm{L}}^{2}\left(S^{2}\right) \oplus \mathbb{T}_{\mathrm{R}}^{2}\left(S^{2}\right)$.
Chiral Herglotz pairs obviously represent solutions to (5.19) in $\mathbb{R}^{3}$. Using Theorem 6.5.3, we characterise chiral Herglotz pairs.

TheOrem 6.5.8 $A$ solution $(\mathcal{E}, \mathcal{H})$ to equations (5.19) in $\mathbb{R}^{3}$ satisfies

$$
\begin{equation*}
\|\mathcal{E}\|_{H}^{2}+\|\mathcal{H}\|_{H}^{2}<\infty, \tag{6.27}
\end{equation*}
$$

if and only if it is a chiral Herglotz pair.
Furthermore, the following density result holds:
Theorem 6.5.9 Let $\mathcal{O}$ be an open, bounded and connected subset of $\mathbb{R}^{3}$ with $C^{2}$ boundary $\partial \mathcal{O}$, and suppose that $E$ and $H$ are $C^{2, \alpha}(\overline{\mathcal{O}}), \alpha \in(0,1)$, solutions of (5.19). Then, for every $\epsilon>0$ there exists a chiral Herglotz pair $(\mathcal{E}, \mathcal{H})$ such that

$$
\max _{x \in \overline{\mathcal{O}}}|E(x)-\mathcal{E}(x)| \leq \epsilon, \quad \max _{x \in \overline{\mathcal{O}}}|H(x)-\mathcal{H}(x)| \leq \epsilon .
$$

The proof can be found in [28].
The following asymptotic forms, as $r=|x| \rightarrow \infty$, for $\mathcal{E}$ and $\mathcal{H}$ hold

$$
\begin{align*}
\mathcal{E}(x) & =\left[b_{\mathrm{L}}(\widehat{x}) h_{0}^{(1)}\left(\gamma_{\mathrm{L}} r\right)-i \eta b_{\mathrm{R}}(\widehat{x}) h_{0}^{(1)}\left(\gamma_{\mathrm{R}} r\right)\right] \\
& +\left[b_{\mathrm{L}}(-\widehat{x}) h_{0}^{(1)}\left(-\gamma_{\mathrm{L}} r\right)-i \eta b_{\mathrm{R}}(-\widehat{x}) h_{0}^{(1)}\left(-\gamma_{\mathrm{R}} r\right)\right]+O\left(\frac{1}{r^{2}}\right) \\
\mathcal{H}(x) & =\left[\frac{1}{i \eta} b_{\mathrm{L}}(\widehat{x}) h_{0}^{(1)}\left(\gamma_{\mathrm{L}} r\right)+b_{\mathrm{R}}(\widehat{x}) h_{0}^{(1)}\left(\gamma_{\mathrm{R}} r\right)\right]  \tag{6.28}\\
& +\left[\frac{1}{i \eta} b_{\mathrm{L}}(-\widehat{x}) h_{0}^{(1)}\left(-\gamma_{\mathrm{L}} r\right)+b_{\mathrm{R}}(-\widehat{x}) h_{0}^{(1)}\left(-\gamma_{\mathrm{R}} r\right)\right]+O\left(\frac{1}{r^{2}}\right)
\end{align*}
$$

where $h_{0}^{(1)}$ is the spherical Hankel function of the first kind.

[^57]
### 6.5.4 Superposition of incident electric fields

In [108], [109], Colton and Monk applied a superposition technique ${ }^{10}$ to solve the inverse acoustic scattering problem, while in [106], Colton and Kress applied this method to the electromagnetic case. Dassios and Rigou [122], [123] studied the superposition of incident dyadic fields for the case of linear elasticity. Here we present the extension of the superposition technique to the case of electromagnetic fields in chiral media by Athanasiadis and Kardasi [30].

It is now easy to prove the following ${ }^{11}$.
TheOrem 6.5.10 For given densities $b_{\lambda} \in \mathbb{T}_{\lambda}^{2}\left(S^{2}\right), \lambda=L, R$, the solution to the perfect conductor scattering problem for the incident wave

$$
\mathcal{E}^{\mathrm{inc}}(x)=\int_{S^{2}} b_{L}\left(\widehat{d}_{L}\right) e^{i \gamma_{L} \widehat{d}_{L} \cdot x} d s\left(\widehat{d}_{L}\right)+\int_{S^{2}} b_{R}\left(\widehat{d}_{R}\right) e^{i \gamma_{R} \widehat{d}_{R} \cdot x} d s\left(\widehat{d}_{R}\right)
$$

is given by the relation

$$
\begin{align*}
\mathcal{E}^{\mathrm{e}}(x) & =\int_{S^{2}}\left\{E_{L}^{\mathrm{e}}\left(x ; \widehat{d}_{L}, b_{L}\left(\widehat{d}_{L}\right)\right)+E_{R}^{\mathrm{e}}\left(x ; \widehat{d}_{L}, b_{L}\left(\widehat{d}_{L}\right)\right)\right\} d s\left(\widehat{d}_{L}\right) \\
& +\int_{S^{2}}\left\{E_{L}^{\mathrm{e}}\left(x ; \widehat{d}_{R}, b_{R}\left(\widehat{d}_{R}\right)\right)+E_{R}^{\mathrm{e}}\left(x ; \widehat{d}_{R}, b_{R}\left(\widehat{d}_{R}\right)\right)\right\} d s\left(\widehat{d}_{R}\right), \tag{6.29}
\end{align*}
$$

and has the far-field pattern

$$
\begin{align*}
\mathcal{E}^{\infty}(\widehat{x}) & =\int_{S^{2}}\left\{E_{L}^{\infty}\left(\widehat{x} ; \widehat{d}_{L}, b_{L}\left(\widehat{d}_{L}\right)\right)+E_{R}^{\infty}\left(\widehat{x} ; \widehat{d}_{L}, b_{L}\left(\widehat{d}_{L}\right)\right)\right\} d s\left(\widehat{d}_{L}\right)  \tag{6.30}\\
& +\int_{S^{2}}\left\{E_{L}^{\infty}\left(\widehat{x} ; \widehat{d}_{R}, b_{R}\left(\widehat{d}_{R}\right)\right)+E_{R}^{\infty}\left(\widehat{x} ; \widehat{d}_{R}, b_{R}\left(\widehat{d}_{R}\right)\right)\right\} d s\left(\widehat{d}_{R}\right),
\end{align*}
$$

where $E_{\lambda}^{\infty}, \lambda=L, R$, is the far-field pattern corresponding to scattered field $E_{\lambda}^{e}$.

REmark 6.5.11 If the incident wave is either LCP or RCP, then the above theorem reduces to a simpler form; see Corollary 3.1 in [30].

Let us recall the reciprocity principle for chiral media ([22]).
Theorem 6.5.12 Consider two time-harmonic plane electric waves

$$
E_{j}^{\mathrm{inc}}(x)=E_{L}^{\mathrm{inc}}\left(x ; \widehat{d}_{L, j}, p_{L, j}\right)+E_{R}^{\mathrm{inc}}\left(x ; \widehat{d}_{R, j}, p_{R, j}\right), \quad j=1,2
$$

incident on the scatterer $\mathcal{O}$. Then the corresponding far-field patterns $E_{\lambda, j}^{\infty}$,

[^58]$\lambda=L, R$, satisfy the reciprocity relation
\[

$$
\begin{align*}
& \frac{1}{\gamma_{L}^{2}} p_{L 2} \cdot\left[E_{L 1}^{\infty}\left(-\widehat{d}_{L 2} ; \widehat{d}_{L 1}, p_{L 1}\right)+E_{L 1}^{\infty}\left(-\widehat{d}_{L 2} ; \widehat{d}_{R 1}, p_{R 1}\right)\right] \\
& +\frac{1}{\gamma_{R}^{2}} p_{R 2} \cdot\left[E_{R 1}^{\infty}\left(-\widehat{d}_{R 2} ; \widehat{d}_{L 1}, p_{L 1}\right)+E_{R 1}^{\infty}\left(-\widehat{d}_{R 2} ; \widehat{d}_{R 1}, p_{R 1}\right)\right] \\
& =\frac{1}{\gamma_{L}^{2}} p_{L 1} \cdot\left[E_{L 2}^{\infty}\left(-\widehat{d}_{L 1} ; \widehat{d}_{L 2}, p_{L 2}\right)+E_{L 2}^{\infty}\left(-\widehat{d}_{L 1} ; \widehat{d}_{R 2}, p_{R 2}\right)\right]  \tag{6.31}\\
& +\frac{1}{\gamma_{R}^{2}} p_{R 1} \cdot\left[E_{R 2}^{\infty}\left(-\widehat{d}_{R 1} ; \widehat{d}_{L 2}, p_{L 2}\right)+E_{R 2}^{\infty}\left(-\widehat{d}_{R 1} ; \widehat{d}_{R 2}, p_{R 2}\right)\right],
\end{align*}
$$
\]

for all $\widehat{d}_{\lambda, j} \in S^{2}, p_{\lambda, j} \in \mathbb{C}^{3}, \lambda=L, R, j=1,2$, and $p_{\lambda, j} \cdot \widehat{d}_{\lambda, j}=q \cdot \widehat{x}=0$.
We note that for either LCP or RCP incidence the reciprocity principle reduces to the more familiar form of Corollary 6.5.13.

Corollary 6.5.13 If both $E_{\lambda 1}^{\mathrm{inc}}$ and $E_{\lambda 2}^{\mathrm{inc}}$ are either $L C P$ or $R C P$ incident plane waves on the scatterer $\mathcal{O}$, then the corresponding far-field patterns $E_{\lambda, j}^{\infty}, \lambda=L, R, j=1,2$, satisfy the reciprocity relation

$$
p_{\lambda_{2}} \cdot E_{\lambda}^{\infty}\left(-\widehat{d}_{\lambda_{2}} ; \widehat{d}_{\lambda_{1}}, p_{\lambda_{1}}\right)=p_{\lambda_{1}} \cdot E_{\lambda}^{\infty}\left(-\widehat{d}_{\lambda_{1}} ; \widehat{d}_{\lambda_{2}}, p_{\lambda_{2}}\right)
$$

for all $\widehat{d}_{\lambda j} \in S^{2}, p_{\lambda j} \in \mathbb{C}^{3}, \lambda=L, R, j=1,2$ and $p_{\lambda j} \cdot \widehat{d}_{\lambda j}=q \cdot \widehat{x}=0$.
The following result also holds; its proof follows from an argument analogous to that of [102], p. 157.

THEOREM 6.5.14 Let $E^{e} \in C^{2}\left(\mathbb{R}^{3} \backslash \overline{\mathcal{O}}\right)$ be a solution of (5.13)-(5.15) for which the electric far-field pattern vanishes identically. Then $E^{e}=0$ in $\mathbb{R}^{3} \backslash \overline{\mathcal{O}}$.

In the following result (whose proof can be found in [30]) provides a necessary and sufficient condition such that the set of far-field patterns is complete in $\mathbb{T}_{\lambda}^{2}\left(S^{2}\right), \lambda=L, R$.

Lemma 6.5.15 Let $\left\{\widehat{d}_{\lambda, n}\right\}, \lambda=L, R$, be a sequence of unit vectors that is dense in $S^{2}$. We define the sets of LCP and RCP electric far-field patterns by

$$
\mathcal{F}_{\lambda}:=\left\{E_{\lambda}^{\infty}\left(\cdot ; \widehat{d}_{\lambda, n}, \widehat{e}_{j}\right): n=1,2, \ldots, \text { and } j=1,2,3\right\}, \quad \lambda=L, R
$$

where $\widehat{e}_{j}$ are the Cartesian unit vectors. Then $\mathcal{F}_{\lambda}$ is complete in $\mathbb{T}_{\lambda}^{2}\left(S^{2}\right)$, $\lambda=L, R$, if and only if there does not exist a nontrivial electric Herglotz field $\mathcal{E}$ such that $n \times \mathcal{E}=0$ on $\partial \mathcal{O}$.

The nontrivial solution may be interpreted as an eigenfunction of the operator form of the equation (5.13)-(5.15).

### 6.5.5 The far-field operators

Using the far-field equation derived above, we define related far-field operators and study some of their properties.

Definition 6.5.16 The operators

$$
\mathrm{F}_{\lambda}^{\infty}: \mathbb{T}_{\lambda}^{2}\left(S^{2}\right) \longrightarrow \mathbb{T}_{\lambda}^{2}\left(S^{2}\right), \quad \lambda=L, R
$$

defined by

$$
\begin{equation*}
\left(F_{\lambda}^{\infty} b_{\lambda}\right)(x):=\int_{S^{2}}\left\{E_{L}^{\infty}\left(\widehat{x} ; \widehat{d}_{\lambda}, b_{\lambda}\left(\widehat{d}_{\lambda}\right)\right)+E_{R}^{\infty}\left(\widehat{x} ; \widehat{d}_{\lambda}, b_{\lambda}\left(\widehat{d}_{\lambda}\right)\right)\right\} d s\left(\widehat{d}_{\lambda}\right) \tag{6.32}
\end{equation*}
$$

will be respectively called the LCP and the RCP far-field operators related to the far-field equation (6.30).

In the following result we furnish some properties of the operators defined in (6.32).

Proposition 6.5.17 For the bounded integral operator $\mathrm{F}_{\lambda}^{\infty}$, $\lambda=L, R$, we have
(i) $\mathrm{F}_{\lambda}^{\infty}\left(\mathbb{T}_{\lambda}^{2}\left(S^{2}\right)\right)^{\perp}=\operatorname{ker}\left(\left(\mathrm{F}_{\lambda}^{\infty}\right)^{*}\right) \quad, \quad \operatorname{ker}\left(\left(\mathrm{F}_{\lambda}^{\infty}\right)^{*}\right)^{\perp}=\overline{\mathrm{F}_{\lambda}^{\infty}\left(\mathbb{T}_{\lambda}^{2}\left(S^{2}\right)\right)}$.
(ii) $\mathrm{F}_{\lambda}^{\infty}$ is injective and has dense range if and only if there does not exist a nontrivial electric Herglotz field $\mathcal{E}$ such that $n \times \mathcal{E}=0$ on $\partial \mathcal{O}$.

The proof of $(i)$ is based on Theorem 4.6 of [102], while for the proof of (ii) see Lemma 4.2 of [30].

Let us now consider an electric field given by a superposition of the form

$$
\mathcal{E}^{\mathrm{inc}}(x)=\int_{S^{2}} b_{\mathrm{L}}\left(\widehat{d}_{\mathrm{L}}\right) e^{i \gamma_{\mathrm{L}} \widehat{d}_{\mathrm{L}} \cdot x} d s\left(\widehat{d}_{\mathrm{L}}\right)+\int_{S^{2}} b_{\mathrm{R}}\left(\widehat{d}_{\mathrm{R}}\right) e^{i \gamma_{\mathrm{R}} \widehat{d}_{\mathrm{R}} \cdot x} d s\left(\widehat{d}_{\mathrm{R}}\right)
$$

where $b_{\lambda} \in T_{\lambda}^{2}\left(S^{2}\right), \lambda=L, R$, are weight functions, i.e., the incident wave is an electric Herglotz field. Then, according to Theorem 6.5.10, the corresponding far-field pattern is given by

$$
\begin{align*}
\mathcal{E}^{\infty}(\widehat{x}) & =\int_{S^{2}}\left\{E_{\mathrm{L}}^{\infty}\left(\widehat{x} ; \widehat{d}_{\mathrm{L}}, b_{\mathrm{L}}\left(\widehat{d}_{\mathrm{L}}\right)\right)+E_{\mathrm{R}}^{\infty}\left(\widehat{x} ; \widehat{d}_{\mathrm{L}}, b_{\mathrm{L}}\left(\widehat{d}_{\mathrm{L}}\right)\right)\right\} d s\left(\widehat{d}_{\mathrm{L}}\right) \\
& +\int_{S^{2}}\left\{E_{\mathrm{L}}^{\infty}\left(\widehat{x} ; \widehat{d}_{\mathrm{R}}, b_{\mathrm{R}}\left(\widehat{d}_{\mathrm{R}}\right)\right)+E_{\mathrm{R}}^{\infty}\left(\widehat{x} ; \widehat{d}_{\mathrm{R}}, b_{\mathrm{R}}\left(\widehat{d}_{\mathrm{R}}\right)\right)\right\} d s\left(\widehat{d}_{\mathrm{R}}\right) . \tag{6.33}
\end{align*}
$$

In order that the scattered field be a solution $\mathcal{E}^{e}$ to (5.13)-(5.15) with corresponding far-field pattern $\mathcal{E}^{\infty}$, we have to solve the integral equation

$$
\begin{equation*}
\mathrm{F}_{\mathrm{LR}}^{\infty}\left(b_{\mathrm{L}}+b_{\mathrm{R}}\right)=\mathcal{E}^{\infty} \tag{6.34}
\end{equation*}
$$

where the integral operator

$$
\begin{equation*}
\mathrm{F}_{\mathrm{LR}}^{\infty}: \mathbb{T}_{\mathrm{LR}}^{2}\left(S^{2}\right) \longrightarrow \mathbb{T}_{\mathrm{LR}}^{2}\left(S^{2}\right) \tag{6.35}
\end{equation*}
$$

is defined by

$$
\mathrm{F}_{\mathrm{LR}}^{\infty}\left(b_{\mathrm{L}}+b_{\mathrm{R}}\right)=\mathrm{F}_{\mathrm{L}}^{\infty} b_{\mathrm{L}}+\mathrm{F}_{\mathrm{R}}^{\infty} b_{\mathrm{R}},
$$

and the far-field patterns $E^{\infty}(\cdot ; \widehat{d})$ for all incident directions $\widehat{d}$ are assumed to be known. An interesting discussion of far-field patterns can be found in [19]. The integral operator defined in (6.35) is called the electric far-field operator related to the far-field equation (6.30).

As a consequence of Proposition 6.5.17(ii) (considering the adjoint operator of $\mathrm{F}_{\mathrm{LR}}^{\infty}$ ), we can easily obtain the following corollary.

Corollary 6.5.18 The integral operator $\mathrm{F}_{L R}^{\infty}$ is injective and has dense range if and only if there does not exist a nontrivial electric Herglotz field $\mathcal{E}$ such that $n \times \mathcal{E}=0$ on $\partial \mathcal{O}$.

Finally, in the following result we address the question of the possibility of finding a superposition of incident plane electric waves such that the resulting far-field patterns coincide with some prescribed far-field patterns. Its proof is based directly on the previous discussion and the results of this section and is therefore omitted; it can be found in [30]. Let us note that it is the existence and not the uniqueness of a solution that is of interest in this setting.

Theorem 6.5.19 Let $E^{e}$, $H^{\mathrm{e}}$ be a radiating solution to (5.19) in $\mathcal{O}_{e}$ that creates electric far-field patterns $E_{\lambda}^{\infty}, \lambda=L, R$. Then the linear integral equation (6.34) possesses a solution $b=\left(b_{L}+b_{R}\right) \in \mathbb{T}_{L R}^{2}\left(S^{2}\right)$ if and only if $E^{\mathrm{e}}, H^{\mathrm{e}}$ are defined in $\left(C\left(\mathbb{R}^{3} \backslash \overline{\mathcal{O}_{e}}\right)\right)^{3}$ and belong to $\left(C\left(\mathbb{R}^{3} \backslash \mathcal{O}_{e}\right)\right)^{3}$, and the interior perfect conductor boundary value problem

$$
\begin{align*}
\operatorname{curl} E^{\mathrm{int}} & =\beta \gamma^{2} E^{\mathrm{int}}+i \varpi \mu\left(\frac{\gamma}{k}\right)^{2} H^{\mathrm{int}}, \text { in } \mathcal{O} \\
\operatorname{curl} H^{\mathrm{int}} & =\beta \gamma^{2} H^{\mathrm{int}}-i \varpi \varepsilon\left(\frac{\gamma}{k}\right)^{2} E^{\mathrm{int}}, \text { in } \mathcal{O}  \tag{6.36}\\
n \times E^{\mathrm{int}} & =-n \times E^{\mathrm{e}}, \text { on } \partial \mathcal{O}
\end{align*}
$$

has a solution $\mathcal{E}^{\text {int }}, \mathcal{H}^{\text {int }}$ that is an electromagnetic Herglotz pair.

### 6.6 DOMAIN DERIVATIVE

We now consider the perfect conductor problem. It is known (see [24]) that a scattered electromagnetic wave behaves like the sum of two outgoing spherical waves:

$$
E^{\mathrm{e}}(x)=\frac{e^{\mathrm{i} \gamma_{\mathrm{eL}}|x|}}{|x|} E_{\mathrm{L}}^{\infty}+\frac{e^{\mathrm{i} \gamma_{\mathrm{eR}}|x|}}{|x|} E_{\mathrm{R}}^{\infty}+O\left(|x|^{-2}\right), \quad|x| \rightarrow \infty
$$

The fields $E_{\mathrm{L}}^{\infty}$ and $E_{\mathrm{R}}^{\infty}$ are referred to as the left-handed and the righthanded electric far-field patterns of $E^{e}$; the notion of far-field pattern is discussed further in Sections 6.2 and 6.3.

The main purpose of this section is to study the properties of the mapping from the boundary $\partial \mathcal{O}$ of $\mathcal{O}$ onto the far-field pattern $\left(E_{\mathrm{L}}^{\infty}, E_{\mathrm{R}}^{\infty}\right)$. We will exhibit infinite Fréchet differentiability (see Section A.3.1 in Appendix A)
for this mapping in appropriate spaces and derive a characterisation of the Fréchet derivative as a solution to a chiral boundary value problem.

Consider perturbations $\mathcal{O}(\mathfrak{r})$ of a reference domain ${ }^{12} \mathcal{O}_{0}$, with $C^{3, \alpha}$ boundary $\partial \mathcal{O}_{0}$, such that $\Gamma(\mathfrak{r}):=\partial \mathcal{O}(\mathfrak{r}):=\left\{x+\mathfrak{r}(x): x \in \partial \mathcal{O}_{0}\right\}$ for some $C^{3, \alpha}$ vector fields $\mathfrak{r}: \partial \mathcal{O}_{0} \rightarrow \mathbb{R}^{3}$. Note that $\partial \mathcal{O}(0)=\partial \mathcal{O}_{0}$, and for $\|\mathfrak{r}\|_{C^{3, \alpha}}$ sufficiently small, each set $\Gamma(\mathfrak{r})$ is the boundary of some domain $\mathcal{O}(\mathfrak{r})$ with boundary of class $C^{3, \alpha}$. For a given $\mathfrak{r} \in C^{3, \alpha}$ and a given vector field $a: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$, we consider the (invertible) operator $\mathcal{T}(\mathfrak{r})$ whose action on $a$ is

$$
(\mathcal{T}(\mathfrak{r}) a)(x):=a(x+\mathfrak{r}(x)), \quad x \in \partial \mathcal{O}_{0} .
$$

Using this operator we may transform all functions and boundary integral operators on $\partial \mathcal{O}(\mathfrak{r})$ into corresponding quantities on $\partial \mathcal{O}_{0}$. It is important to note that $\mathcal{T}(\mathfrak{r})$ does not necessarily relate tangential fields to tangential fields between the two domains. To handle the particular spaces of tangential fields we use the projection operator $\mathrm{P}_{1}: C\left(\partial \mathcal{O}_{0}\right) \rightarrow C_{t}\left(\partial \mathcal{O}_{0}\right)$, defined by $\mathrm{P}_{1} a=\pi_{\partial \mathcal{O}_{0}}(a)=\left(n_{0} \times\left. a\right|_{\partial \mathcal{O}_{0}}\right) \times n_{0}$, where $n_{0}$ is the outward unit normal to $\partial \mathcal{O}_{0}$. By $\mathrm{P}_{2}(\mathfrak{r})$ we denote the inverse of the restriction, $\mathrm{P}_{1}(\mathfrak{r})$, of $\mathrm{P}_{1}$ to the space $C_{t}(\partial \mathcal{O}(\mathfrak{r}))$, given by

$$
\mathrm{P}_{2}(\mathfrak{r}) a:=a-\left(\frac{n(\mathfrak{r}) \cdot a}{n(\mathfrak{r}) \cdot n_{0}}\right) n_{0}
$$

where $n(\mathfrak{r})$ is the outward unit normal on $\partial \mathcal{O}(\mathfrak{r})$.
If $\mathcal{A}(\mathfrak{r}): C_{t}(\partial \mathcal{O}(\mathfrak{r})) \rightarrow C_{t}(\partial \mathcal{O}(\mathfrak{r}))$ is an operator and $c$ a constant such that $c I+\mathcal{A}(\mathfrak{r})$ is invertible, where $c$ is a constant, then we have
$\mathrm{P}_{1}(\mathfrak{r})(c I+\mathcal{A}(\mathfrak{r}))^{-1} \mathrm{P}_{2}(\mathfrak{r})=\left(\mathrm{P}_{1}(\mathfrak{r})(c I+\mathcal{A}(\mathfrak{r})) \mathrm{P}_{2}(\mathfrak{r})\right)^{-1}=\left(c I+\mathrm{P}_{1}(\mathfrak{r}) \mathcal{A}(\mathfrak{r}) \mathrm{P}_{2}(\mathfrak{r})\right)^{-1}$,
on $C_{t}(\partial \mathcal{O}(\mathfrak{r}))$. Using this fact, along with the identity $I=\mathrm{P}_{2}(\mathfrak{r}) \mathrm{P}_{1}(\mathfrak{r})$ on $C_{t}(\partial \mathcal{O}(\mathfrak{r}))$, we obtain $([356])$ that the solution of the perfect conductor problem in $\mathcal{O}(\mathfrak{r})$ can be expressed as

$$
\begin{equation*}
E^{\mathrm{e}}=-2 \mathrm{~A}(\mathfrak{r}) \mathrm{P}_{2}(\mathfrak{r})\left(c I+\mathrm{P}_{1}(\mathfrak{r}) \mathcal{A}(\mathfrak{r}) \mathrm{P}_{2}(\mathfrak{r})\right)^{-1} \mathrm{P}_{1}(\mathfrak{r})\left(n(\mathfrak{r}) \times \mathcal{T}(\mathfrak{r}) E^{\mathrm{inc}}\right) \tag{6.37}
\end{equation*}
$$

where ${ }^{13}$

$$
c:=\mathrm{i} \eta_{\mathrm{e}}\left(\gamma_{\mathrm{eL}}+\gamma_{\mathrm{eR}}\right), \mathrm{A}(\mathfrak{r}):=\mathrm{i} \eta_{\mathrm{e}} \mathrm{~A}_{\mathrm{L}, \mathrm{R}}(\mathfrak{r}), \mathcal{A}(\mathfrak{r}):=\frac{c}{2} I+\mathrm{A}(\mathfrak{r}) .
$$

Let

$$
\mathfrak{A}:=\left\{\mathfrak{r} \in\left(C^{3, \alpha}\left(\partial \mathcal{O}_{0}\right)\right)^{3}:\|\mathfrak{r}\| \leq d\right\}
$$

for appropriately chosen $d>0$. If we consider the restriction of the solution to the scattering problem to some (arbitrary) bounded set $G \subset \mathcal{O}_{e}$, then the representation (6.37) defines the mapping

$$
\begin{equation*}
F(\mathfrak{r}): C_{t}\left(\partial \mathcal{O}_{0}\right) \rightarrow(C(G))^{3}, F(\mathfrak{r}) E^{\mathrm{inc}}:=E^{\mathrm{e}}(\mathfrak{r}) \tag{6.38}
\end{equation*}
$$

[^59]where by $E^{e}(\mathfrak{r}):=E^{\mathrm{e}}$, as given by (6.37), we denote the solution to the problem for the choice $\partial \mathcal{O}(\mathfrak{r})$. The meaning of the above is the following: consider a fixed function $E^{\mathrm{inc}}: \mathbb{R}^{3} \rightarrow \mathbb{C}^{3}$, such that $E^{\mathrm{inc}}$ is continuous on the boundary of the reference domain $\mathcal{O}_{0}$. Choosing $\mathfrak{r}$, we obtain a perturbation $\mathcal{O}(\mathfrak{r})$ of the reference domain, and the boundary data are derived by evaluating the function $E^{\text {inc }}$ on $\partial \mathcal{O}(\mathfrak{r})$ using $\left(\mathcal{T}(\mathfrak{r}) E^{\text {inc }}\right)(x), x \in \partial \mathcal{O}_{0}$. By letting $\mathfrak{r}$ vary, therefore letting $\partial \mathcal{O}(\mathfrak{r})$ vary, but keeping the function $E^{\text {inc }}$ fixed, we obtain different boundary data ${ }^{14}$, and therefore we obtain different solutions to the problem. It is one of the aims of the present section to quantify the variation of these solutions as the domain changes. This can be accomplished in terms of the Fréchet derivative of the solution with respect to $\mathfrak{r}$ (see, e.g., [60], [3], [98]).

To this end, we use the results of [354] applied to the integral operators which build up the mapping $F(\mathfrak{r})$. For fixed $\mathfrak{r}$, the operator $F(\mathfrak{r})$ can be decomposed as $F(\mathfrak{r})=F_{1}(\mathfrak{r}) \circ F_{2}(\mathfrak{r}) \circ F_{3}(\mathfrak{r})$, where

$$
\begin{aligned}
& F_{1}(\mathfrak{r}): C_{t}\left(\partial \mathcal{O}_{0}\right) \rightarrow(C(G))^{3}, F_{1}(\mathfrak{r}) u:=\mathrm{A}(\mathfrak{r}) \mathrm{P}_{2}(\mathfrak{r}) u, \\
& F_{2}(\mathfrak{r}): C_{t}\left(\partial \mathcal{O}_{0}\right) \rightarrow C_{t}\left(\partial \mathcal{O}_{0}\right), F_{2}(\mathfrak{r}) v:=\left(c I+\mathrm{P}_{1}(\mathfrak{r}) \mathcal{A}(\mathfrak{r}) \mathrm{P}_{2}(\mathfrak{r})\right)^{-1} v, \\
& F_{3}(\mathfrak{r}): C_{t}\left(\partial \mathcal{O}_{0}\right) \rightarrow C_{t}\left(\partial \mathcal{O}_{0}\right), F_{3}(\mathfrak{r}) w:=-2 \mathrm{P}_{1}(\mathfrak{r})(n(\mathfrak{r}) \times \mathcal{T}(\mathfrak{r}) w) .
\end{aligned}
$$

We now consider an operator from $\mathfrak{A}$ to the space of operators from $C_{t}\left(\partial \mathcal{O}_{0}\right) \rightarrow$ $C(G)$, which for every choice of $\mathfrak{r} \in \mathfrak{A}$ renders the operator $F(\mathfrak{r}): C_{t}\left(\partial \mathcal{O}_{0}\right) \rightarrow$ $C(G)$ mapping the boundary data on the $\partial \mathcal{O}(\mathfrak{r})$ to the field in $G$. This can be visualised as follows: Fix $w \in C_{t}\left(\mathcal{O}_{0}\right)$, and consider

$$
\begin{align*}
& \breve{F}_{1}: \mathfrak{A} \rightarrow \mathcal{L}\left(C_{t}\left(\partial \mathcal{O}_{0}\right), C(G)\right), \breve{F}_{1}:=\mathrm{A}(\mathfrak{r}) \mathrm{P}_{2}(\mathfrak{r}), \\
& \breve{F}_{2}: \mathfrak{A} \rightarrow \mathcal{L}\left(C_{t}\left(\mathcal{O}_{0}\right), C_{t}\left(\partial \mathcal{O}_{0}\right)\right), \breve{F}_{2}(\mathfrak{r})=\left(c I+\mathrm{P}_{1}(\mathfrak{r}) \mathcal{A}(\mathfrak{r}) \mathrm{P}_{2}(\mathfrak{r})\right)^{-1},  \tag{6.39}\\
& \breve{F}_{3}: \mathfrak{A} \rightarrow C_{t}\left(\mathcal{O}_{0}\right), \breve{F}_{3}(\mathfrak{r}):=F_{3}(\mathfrak{r}) w,
\end{align*}
$$

where by $\mathcal{L}\left(X_{1}, X_{2}\right)$ we denote the set of linear and bounded operators between the Banach spaces $X_{1}, X_{2}$. Note that $\breve{F}_{1}, \breve{F}_{2}$ are operator valued. Since for each $\mathfrak{r}$ we obtain $F(\mathfrak{r})$, an operator $C_{t}\left(\partial \mathcal{O}_{0}\right) \rightarrow C(G)$, we may consider the mapping $\breve{F}: \mathfrak{A} \rightarrow \mathcal{L}\left(C_{t}\left(\partial \mathcal{O}_{0}\right), C(G)\right)$ with action $\breve{F}(\mathfrak{r}) w=F(\mathfrak{r}) w$, for every $w \in C_{t}\left(\partial \mathcal{O}_{0}\right)$.

We summarise the infinite Fréchet differentiability of the above operators in the following result (see [356]).

Proposition 6.6.1 The operators $\breve{F}_{1}, \breve{F}_{2}$ and $\breve{F}_{3}$, defined in (6.39) are infinitely Fréchet differentiable with respect to $\mathfrak{r}$.

Using the product rule (Theorem A. 2 of [98]) applied to the decomposition of $\breve{F}$ using the operators (6.39) we obtain, in view of Proposition 6.6.1, the required differentiability of $\breve{F}$. This leads to the following.

Theorem 6.6.2 The mapping $F: \mathfrak{A} \rightarrow C(G)$ is infinitely Fréchet differentiable with respect to $\mathfrak{r}$.
${ }^{14}$ As the given function $E^{\text {inc }}$ is calculated on different surfaces $\partial \mathcal{O}(\mathfrak{r})$.

This means that the solution to the chiral scattering problem is a continuous function on $G$ that depends infinitely differentiably on the boundary of the scatterer, as long as it is $C^{3, \alpha}$ and such that $\|\mathfrak{r}\| \leq d$ for a suitably chosen $d>0$. In particular, this guarantees that the solution of the problem depends continuously on the boundary of the scatterer.

Above we established the Fréchet differentiability of the scattered field for the chiral scattering problem. In principle, the derivative can be calculated by differentiation of the kernels of the involved integral operators and an application of the product rule as stated in [98]. However, to avoid the complexity of this procedure both from the viewpoint of implementation time and from the viewpoint of computational costs, the characterisation of the derivative of $E^{e}$ as a solution to some corresponding boundary value problem has become very popular over the last years (see, e.g., [106], [98], [114], and the references therein).

We conclude this section with a characterisation of the chiral medium scattering problem, established in [356].
Theorem 6.6.3 The action of the Fréchet derivative at $\mathfrak{r}=0$ of the chiral scattering problem, $\frac{\partial E^{\mathrm{e}}}{\partial \mathrm{r}}(0)$, on a function $h=\left(h_{1}, h_{2}, h_{3}\right) \in\left(C^{3, \alpha}\left(\partial \mathcal{O}_{0}\right)\right)^{3}$ solves the exterior chiral problem with the boundary values given by

$$
n_{0} \times\left.\frac{\partial E^{\mathrm{e}}}{\partial \mathfrak{r}}\right|_{\mathfrak{r}=0} h=-\left.\frac{\partial n}{\partial \mathfrak{r}}\right|_{\mathfrak{r}=0} \times\left. E^{\mathrm{t}}\right|_{\mathfrak{r}=0}-n_{0} \times\left.\sum_{j=1}^{3} \partial_{x_{j}} E^{\mathrm{t}}\right|_{\mathfrak{r}=0} h_{j} .
$$

Note that the derivatives with respect to $\mathfrak{r}$ are Fréchet derivatives, while the derivatives with respect to $x_{j}$ are the usual partial derivatives. A coordinatefree expression of the above expression can be found in [356].

We would like to briefly sketch two important applications of the differentiability properties and their characterisation. First, the differentiability properties may be used for perturbation methods to calculate the scattered field or its far-field patterns from the solution of the corresponding boundary value problems for simple geometries. Second, consider the operator $\mathfrak{S}_{D}$ mapping the surfaces $\Gamma=\partial \mathcal{O}_{\star}$, of some inclusions $\mathcal{O}_{\star}$, onto the far-field pattern for scattering of a chiral plane wave. We assume that $\Gamma$ is in an appropriate Banach space, e.g., by using sufficiently smooth vector fields $\mathfrak{r}: \Gamma_{0} \rightarrow \mathbb{R}^{3}$ on the boundary of some reference domain $\Gamma_{0}$ and $\mathfrak{r} \mapsto \Gamma(\mathfrak{r}):=\left\{x+\mathfrak{r}(x): x \in \Gamma_{0}\right\}$. Then, the Newton method for finding an unknown set of inclusions $\Gamma$ from knowledge of the far-field pattern is given by the iterative scheme

$$
\Gamma_{n+1}:=\Gamma_{n}-\left(\frac{\partial \mathfrak{S}_{D}}{\partial \Gamma}\left(\Gamma_{n}\right)\right)^{-1} \mathfrak{S}_{D}\left(\Gamma_{n}\right)
$$

Here, the derivative $\frac{\partial \mathfrak{S}_{D}}{\partial \Gamma}\left(\Gamma_{n}\right)$ needs to be calculated and inverted. For this, the characterisation of this derivative as a solution to a certain boundary value problem is an important step, since each Newton step is reduced to solving one or several boundary value problems (see, e.g., [355] or [106]). Domain derivatives play an important rôle in the theory of inverse problems, as well as in shape optimisation (see [190] and the references therein).

### 6.7 MISCELLANEA

### 6.7.1 Waveguides

Problems regarding chirowaveguides or biisotropic waveguides have been studied by many authors. A representative very short list would include [143], [163], [164], [165], [435], [203], [204].

### 6.7.2 Quaternionic methods for chiral media

Quaternionic analysis is the most natural and close generalisation of complex analysis that preserves many of the latter's important features.

It is well known that in vector analysis the vector product does not permit the formation of an algebra. In the nineteenth century various attempts were made to construct an algebra in $\mathbb{R}^{3}$, until eventually Hamilton discovered that it is necessary instead to consider $\mathbb{R}^{4}$, for which a convenient algebra already existed. Quaternionic analysis was introduced by Hamilton in 1843 and was further developed by G. C. Moisil, N. Teodorescu ${ }^{15}$ and K. R. Füter. For an introduction to quaternionic analysis the reader may refer to, e.g., [251].

A quaternion $q$ is an element of $\mathbb{R}^{4}$, and hence can be represented as $q=\sum_{k=0}^{3} q_{k} i_{k}$, where $q_{k} \in \mathbb{R}, k=0,1,2,3$ are the "components" of $q$, and $i_{k}, k=0,1,2,3$, are the elements of the standard orthonormal basis. The equality and the addition of two quaternia are defined componentwise. The concept of quaternion differs from that of any vector in $\mathbb{R}^{4}$ through the definition of quaternionic multiplication, based on the proper definition of multiplication of the elements of the basis. All laws of algebra are valid regarding quaternionic arithmetic, with one exception: quaternionic multiplication is not commutative. Thus, in algebraic terms, real quaternia form a skew field. There is an obvious generalisation to complex quaternia (also called biquaternia).

The operator $\mathfrak{D}:=\sum_{k=1}^{3} i_{k} \frac{\partial}{\partial x_{k}}$ is called the Moisil-Teodorescu (or Dirac) operator. The quaternionic equation ${ }^{16} \mathfrak{D} f=0$ is equivalent to a system, called the Moisil-Teodorescu system, that can be expressed in terms of the usual operators div, curl and grad; it is regarded as a natural generalisation of the Cauchy-Riemann equations to the three-dimensional space. It is easy to see that $\mathfrak{D}^{2}=-\Delta$, where $\Delta$ is the Laplacian. Hence, each component of a function $f$ satisfying $\mathfrak{D} f=0$ is a harmonic function.

In recent years quaternionic methods have been used by many authors in a wide spectrum of problems in mathematical physics. Vladislav V. Kravchenko and his group have extensively employed quaternionic methods in the study of electromagnetic problems in chiral media. We briefly review their work here.

[^60]In [246] it is observed, in the achiral setting, that the Maxwell system in the time-harmonic case for homogeneous isotropic media can be decoupled and written in the form of two separate biquaternionic equations with the aid of the operators $(\mathfrak{D}+\alpha)$ and $(\mathfrak{D}-\alpha)^{17}$ applied to purely vectorial biquaternia $\varphi$ and $\psi^{18}$. Here $\varphi$ and $\psi$ are appropriate linear combinations of the electric and magnetic fields $E$ and $H, \mathfrak{D}$ is the Moisil-Teodorescu operator and $\alpha \in \mathbb{C}$ with $\operatorname{Im} \alpha \geq 0$ is the wave number. With the aid of this decoupling procedure, Kravchenko showed that the Stratton-Chu formulae are easily obtained from the Cauchy integral formulae for the biquaternia $\varphi$ and $\psi$; moreover, he considered and solved the problem of analytic extendability of the electromagnetic field from the boundary. These results, complemented with some integral representations for other physical quantities (e.g., the impulse of the electromagnetic field), appeared later in [247] and in the book [256]. In [237], similar ideas are applied to the time-harmonic field in a chiral medium. In [248], using the fact that the quaternionic equations to which the Maxwell system reduces are closely related to the Dirac system from relativistic quantum mechanics, the relationship between solutions of both these systems is studied, with a discussion of the physical meaning. In [238], a system (suitable for solving scattering problems for time-harmonic electromagnetic fields in homogeneous chiral media) of biquaternionic fundamental solutions is introduced, with very promising results from numerical tests owing to the correct asymptotic behaviour at infinity, as well as near the boundary of a scatterer. In [253] and [251] the Maxwell equations for time-harmonic fields in chiral media are studied in the case of stratified media. Classes of exact and asymptotic solutions are obtained. In [249] the equation $\operatorname{curl} U+\lambda U=0$ is studied in the case in which $\lambda$ is a function of the spatial variables. In particular, when $\lambda$ depends on one Cartesian variable only, integral representations for solutions are obtained in terms of fundamental solutions for associated stationary Schrödinger equations. This study has been continued in [254], [252] in view of the pseudoanalytic function theory. In this case (i.e., when $\lambda$ depends on one Cartesian variable), the equation describing Beltrami fields is reduced to specific type of equation called Vekua equation for which a complete system of solutions is obtained explicitly. In [250] and [251] the Maxwell system describing time-dependent electromagnetic fields in inhomogeneous isotropic media is reformulated in the form of a single biquaternionic equation (in the case of homogeneous media, this result has been known since the early twentieth century). This is a novel result for inhomogeneous chiral media. For homogeneous chiral media the Maxwell system for time-dependent fields is written as a single biquaternionic equation in [172]. This biquaternionic reformulation is used

[^61]to obtain in explicit form a Green function satisfying the causality principle. A review of this and the preceding results can be found in [236]. See also [255].

### 6.7.3 Periodic structures

Periodic structures (gratings) have received increasing attention over the years because of their important applications in integrated optics, optical lenses, antireflective structures, holography, lasers, communications and computing. In the achiral case, significant mathematical results have been established by many authors; one can consult the bibliography in [14]. Chiral gratings give rise to new features and applications; e.g., they are capable of converting a linearly polarised incident field into two nearly circularly polarised diffracted modes in different directions. Various physical and computational aspects regarding the propagation of electromagnetic waves inside periodic chiral media have been studied by many authors; again, one can consult the bibliography in [14]. The mathematical theory in the time-harmonic case has been studied in [4], [5], [6], [14]: a time-harmonic electromagnetic plane wave is incident on a biperiodic structure (i.e., a three-dimensional structure that is periodic in two orthogonal directions) filled with a chiral inhomogeneous material; this structure is assumed to separate two chiral homogeneous regions. The diffraction problem consists in the study of the propagation of the reflected and transmitted waves away from this structure. A variational formulation of the diffraction problem by chiral gratings is first introduced. The main result refers to the well posedness of the problem: it is established that for all (with the possible exception of a discrete set of) frequencies, the diffraction problem has a unique quasi-periodic weak solution. The approach is based on a variant of the Hodge decomposition and a compact embedding result. The reduction of the problem to a bounded domain problem is a key step; this can be done by two approaches: either in view of a pair of transparent boundary conditions (based on the Bohren decomposition of fields inside homogeneous chiral media) or by deriving exact radiation conditions on the boundary of the heterogeneous chiral medium (based on the coupling of a finite element method in the inhomogeneous chiral medium with an integral equations, or boundary element method on the periodic interfaces). The aforementioned variational approach assumes that the material parameters $\varepsilon, \mu$ and $\beta$ are only bounded functions. The incidence angles and grating shapes can be arbitrary, and the geometry can be very general. In [444] the problem of electromagnetic scattering by a periodic chiral structure is considered. The medium is homogeneous and the structure is periodic in one direction and invariant in another direction. The electromagnetic fields inside the chiral medium are governed by the Maxwell equations together with the Drude-Born-Fedorov constitutive relations. The problem is simplified to a two-dimensional scattering problem, and the existence and uniqueness of solutions are treated by an integral equations approach. It is shown that for all (with the possible exception
of a discrete set) wave numbers, the corresponding integral equation has a unique solution. In [445], the scattering of time-harmonic electromagnetic waves propagating in a homogeneous chiral environment by a chiral grating is studied. The reduction to a two-dimensional problem is again employed, and the existence and uniqueness of solutions are studied by a variational approach. The diffraction problem is solved by a finite element method with perfectly matched absorbing layers. The corresponding scattering problem for the case of a perfectly conducting grating is studied in [446], by an integral equation approach. An exact boundary value solution for the scattering of a transverse magnetic (TM) wave by an elliptic chiral cylinder is developed and presented in [235]. The solution is based on the separation-of-variables technique in the elliptic cylinder coordinates system and expressed in terms of Mathieu and modified Mathieu functions. The incident, transmitted and scattered electromagnetic waves are expressed in terms of infinite series of wave functions. The matrix form of the expansion coefficients is found by applying the boundary conditions and the orthogonality of the Mathieu functions. Numerical results of the forward- and back-scattered echo widths for co- and cross-polarised waves with TM and TE polarised incident fields are presented and discussed for various cases. In [61] the authors prove the uniqueness of the solution of time-harmonic electromagnetic boundary value problems defined on a smooth bounded domain that is filled with both lossless and lossy media. Further, they obtain the regularity of electromagnetic fields in chiral media and the absence of resonances in cavities loaded with chiral and partly lossy dielectrics. The potential applications of electromagnetic chirality, together with the fact that a general ellipsoid can simulate a variety of common objects, such as discs, needles, etc., constitute the motivation of [228]. Scattering of electromagnetic waves incident on an ellipsoidal object with a chiral property is analysed using Fourier analysis, in conjunction with an integral equations technique. The inner field of the scatterer is described in terms of a superposition of plane waves satisfying the vector Helmholtz equation inside the chiral medium, and a Galerkin procedure is employed to solve a volume integral equation obtained by applying Green's theorem. A highly stable numerical code is obtained and verified by comparison with previously published solutions. Numerical computations have been carried out for various scatterers, and interesting scattering properties of waves from chiral media are observed. In the particular case of an incident linearly polarised plane wave, the subsequent change of its polarisation is investigated and discussed. Wave scattering by a chiral grating is studied in [438]. Numerical results are given and physical properties are discussed, including the influence of frequency, angle of incidence, and aspect ratio. At high frequencies the authors find anomalous coupling regions known as Wood's anomalies, which are explained by the excitation and reradiation of leaky waveguide modes in the periodic layer. The chiral grating can posses both frequency-selection and mode-conversion properties. In [214] the angular scattering from radially stratified spherical chiral objects is investigated. Based on the principles of invariant embedding, a matrix Riccati equation is
formulated that can be used to examine basic scattering properties of spherical chiral structures with radial inhomogeneities in permittivity, permeability, and chirality. High- and low-frequency limits as well as weak reflection and constant impedance cases for this equation are examined. Further, it is shown that in the limit of large radii of curvature, this formulation yields the planar result. Some interesting results appear also in [436]. Time-harmonic electromagnetic fields in thin chiral curved layers are considered and studied in [13].

### 6.7.4 Inverse problems

The inverse scattering problem can be broadly divided into two classes, the inverse obstacle problem and the inverse medium problem. In the inverse obstacle problem, the scattering object is a homogeneous obstacle with given boundary data and the inverse problem is to determine the obstacle from knowledge of the scattered field at infinity (i.e., the far-field pattern). The inverse medium problem is to determine the constitutive parameters of a (possibly) inhomogeneous medium, from knowledge of the far-field pattern.

The inverse scattering problem has only recently progressed from a collection of ad hoc techniques with little rigorous mathematical basis to an area of intense activity with at least the beginnings of a solid mathematical foundation. The reason for this is that the inverse scattering problem is inherently nonlinear and improperly posed. Nevertheless, the inverse scattering problem is fundamental in areas such as radar, sonar, geophysical exploration, medical imaging and nondestructive testing; for different aspects of the theory and its applications see, [106], [190], [208], [219], [242], [355], [359], [402] and the references therein.

Consider the direct transmission problem describing the scattering of a time-harmonic plane wave propagating in an achiral space by a chiral scatterer. The solvability of this problem in $\mathbb{R}^{3}$ is discussed in Section 5.7 for a homogeneous scatterer and in [308] for an inhomogeneous scatterer. The homogeneous scatterer case in $\mathbb{R}^{2}$ is studied in [160]. The study of the corresponding inverse problem has two main areas: the first is the unique determination of the chiral scatterer from knowledge of the far-field pattern, and the second consists in uniquely determining the electromagnetic parameters in the scatterer from knowledge of the fields on its boundary. Without referring to the exact formulation and detailed presentation of the related results, we briefly describe the main ideas.

Consider two sets of data $\left(\mathcal{O}_{j}, \varepsilon_{j}, \mu_{j}, \beta_{j}\right), j=1,2$, describing the scattering problem for homogeneous chiral scatterers ( $\varepsilon_{j}, \mu_{j}, \beta_{j}$ : constants) in a homogeneous chiral environment. If the electric far-field patterns $E_{\infty, 1}$ and $E_{\infty, 2}$ coincide for all incident directions and all polarisations, then the scatterers coincide, i.e., $\mathcal{O}_{1}=\mathcal{O}_{2}$. For three dimensions this is proved in [42] based on a weak volume formulation of the transmission problem, in view of Isakov's approach in [106], [208]. For two dimensions it is proved in [160], in view of a simplified version of Isakov's approach introduced by Kirsch and

Kress (see [106]), based on a boundary integral equation method, with the use of a modified Bohren decomposition in which the coupling in the boundary conditions is shifted from Neumann-to-Dirichlet data. In addition, it is established in [393] that if $\mathcal{O}_{1}=\mathcal{O}_{2}$ and the electric far-field patterns coincide for all incident directions and all polarisations, then $\varepsilon_{1}=\varepsilon_{2}, \mu_{1}=\mu_{2}$ and $\beta_{1}=\beta_{2}$. In two dimensions, a Newton-type method for the reconstruction of the boundary of a starlike scatterer has been developed in [160]. To cope with the ill posedness of the problem, a regularisation suggested by Hohage and Schormann (see the references in [160]) is implemented. The following question is treated in [307]: from electromagnetic information obtainable at the boundary of a body, can one determine material parameters, and their normal derivatives, at the boundary of the body? The answer to this question is given in two physically distinct situations. The first is when the relationship between the electromagnetic fields depends on the conductivity, the electric permittivity and the magnetic permeability of the body, and these parameters, together with their normal derivatives, are shown to be recoverable at the boundary. The second is when the chirality of the body is taken into account. It is also shown how a layer-stripping algorithm may be derived to estimate the unknown parameters near the boundary in both situations. In [31] the inverse electromagnetic scattering problem by a perfect conductor in a chiral environment is studied in view of the authors' results for Herglotz wave functions for chiral media. The reconstruction of biisotropic material parameters from experimental data is treated in [366]. In [157] the linear sampling method ${ }^{19}$ for boundary reconstruction of a chiral obstacle is analysed.

For the corresponding nonhomogeneous problem $(\varepsilon, \mu, \beta$ are now position dependent), taking into account as well the (spatially varying) conductivity $\sigma$, it is shown in [308] that the knowledge of a boundary map for the electromagnetic fields (Dirichlet-to-Neumann map formalism) uniquely determines the electromagnetic parameters $\varepsilon, \mu, \beta$ and $\sigma$ in the interior of the scatterer. This is done by rewriting the modified chiral Maxwell equations as a firstorder perturbation of the Laplacian and constructing exponentially growing solutions; the result is thus obtained in the spirit of complex geometrical optics. In [307] the problem of determining the conductivity, permittivity, permeability and chirality measure (as well as their partial derivatives with respect to the $x_{3}$ direction) on the boundary of a scatterer $\mathcal{O}$ from knowledge of the Calderón operator is studied. To this end, two results pertaining to pseudodifferential operators are provided. In [281] the problem of determining inhomogeneous (space-dependent) coefficients in the (time-independent) constitutive relations for the Maxwell equations is explored: the data are taken to be two sets of measurements of the electric flux density and the

[^62]magnetic flux density obtained at points forming a subset of the spatial domain where the Maxwell equations are considered, for all times from a given time interval. The constitutive relations considered in the paper correspond to the biisotropic model of a medium and involve three scalar parameters (as functions of the space variable): the dielectric permittivity, the magnetic permeability, and a magnetoelectric coupling parameter, which is a measure of nonreciprocity in the model. Under certain a priori bounds on the parameters to be reconstructed (defining an admissible set of parameters), the author establishes a Lipschitz-type stability estimate for the inverse problem. The proof is based on reducing the Maxwell equations to a weakly coupling system of hyperbolic equations and subsequently applying a Carleman-type estimate.

In [192] the transmission problem for a chiral obstacle $\mathcal{O}$ of non-constant $\varepsilon, \mu, \beta$ surrounded by free-space ( $\varepsilon_{e}=\mu_{e}=1, \beta_{e}=0$ ) is studied; the solvability of the corresponding direct scattering problem is settled by a variational technique. Further, the inverse problem of determining the shape of the scatterer from the knowledge of the (fixed, positive) wavenumber $k$ and of the far-field patterns (resulting from a plane incident field $p e^{i k d \cdot x}$ ) for all $d, x /|x| \in S^{2}$ and $p \in \mathbb{C}^{3}$, is studied. This is accomplished with the use of an appropriate factorisation method, involving the far-field operator, the Herglotz operator and some range identities. An application is provided for the case of an infinite chiral cylinder of the form $D \times \mathbb{R}$, where $D$ is a bounded domain in the $x_{1} x_{2}$-plane.

Another problem refers to stratified chiral media. Through an analysis of the scattering matrix, information is obtained about the material parameters at normal or oblique incidence ([73], [74], [75]): uniqueness results and reconstruction formulae are given for these parameters. In particular, in [73] the propagation of a transversely polarised time-harmonic electromagnetic plane wave normally incident on a stratified nonreciprocal chiral (biisotropic) slab is considered. The structure of the scattering matrix is analysed. The inverse problem of reconstruction of material characteristics of a medium is studied. The approach is to calculate an explicit asymptotic expansion for the symbol of a boundary operator that is assumed to be known (from boundary measurements); this expansion is shown in each case to determine the unknown parameters at the boundary. Further, in [76], a Riemann-Hilbert approach is presented to solving the inverse problem of the reconstruction of the parameters of a dispersive stratified chiral medium. The frequency dependence of the medium's parameters is supposed to be given by a single-resonance Lorentz model. It is assumed that a plane harmonic wave impinges normally on the chiral slab from a vacuum region. The scattering produced by the slab is measured and constitutes the input data for the inverse problem. The main result is to show, by treating the inverse problem as an analytic factorisation problem in the complex plane frequencies, that the scattering data as functions of alternating frequency allow reconstruction of three independent combinations of four spatially varying medium parameters. In [379] an inverse problem for a stratified uniaxial bianisotropic slab is considered
in the frequency domain. The problem is treated as an analytic factorisation problem in the frequency complex plane. Uniqueness in the parameter reconstruction is discussed and illustrated under a particular choice of a priori information. In [155] the propagation of a transient electromagnetic field in a stratified, dispersive and anisotropic slab and related direct and inverse problems are investigated. The field is generated by a transient external three-dimensional source. The analysis relies on the wave-splitting concept and a two-dimensional Fourier transformation in the transverse spatial coordinates. An investigation of the physical properties of the split fields is undertaken. To solve the direct and inverse scattering problems, wave propagators are used. This method is a generalisation and a unification of the previously used embedding and Green functions methods. The wave propagator approach provides an exact solution of the transmission operator. From this solution it is possible to extract the first precursor (the Sommerfeld forerunner). These results also hold for a bianisotropic slab. An inverse problem is outlined using reflection and transmission data corresponding to four two-dimensional Fourier parameters. Because of the stratification of the medium, the inverse Fourier transformation is not needed in the inverse problem. In [365], time-varying wave propagation and time-harmonic wave propagation in biisotropic materials are reviewed and the connection between the formulations is established via the temporal Fourier transform. An alternative method to determine the dispersive properties of a biisotropic slab from sinusoidal scattering data at normal incidence is presented. A numerical example (realistic, synthetic scattering data) is given to illustrate the theory. Furthermore, experimental data are presented and used to generate the permittivity, permeability, and chirality parameters of a specific man-made chiral slab in the range $3.5-18 \mathrm{GHz}$. On the basis of the results of inversion, the question of whether the passivity concept is too austere is raised.
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## Chapter Seven

## Well Posedness

### 7.1 INTRODUCTION

In this chapter we deal with electromagnetic fields in complex media in the time domain. The most general form for the constitutive relations is assumed to be nonlocal in time, in the form of convolutions. The convolution models dispersive effects in the medium. We address questions related to the well posedness of the Maxwell equations in this setting.

The structure of the chapter is as follows. In Section 7.2 we discuss the Maxwell equations in complex media in the time domain and show that they can be expressed as integrodifferential equations. In Section 7.3 we provide a convenient functional setting that allows us to treat the Maxwell equation as an integrodifferential evolution equation, and in Section 7.4 we provide some solvability and well posedness results for this problem based on a semigroup approach. In Section 7.5 we discuss two alternative approaches to the solvability of evolution problems in the time domain, namely, the evolution family approach and an approach using finite-dimensional approximations (Faedo-Galerkin) approach. Finally, in Section 7.6 we present some extensions related to evolution problems. This chapter is partly based on [284], [394].

### 7.2 THE MAXWELL EQUATIONS IN THE TIME DOMAIN

The starting point for the analysis of this chapter is the Maxwell system for isotropic linear complex media in an interior bounded domain $\mathcal{O}$, in the time domain, as expressed in Section 2.4.6 and in particular in equation (2.46). For convenience, we repeat this initial-boundary value problem here.

$$
\begin{align*}
& \partial_{t}\left(\mathrm{~A}_{\text {or }} u+\mathrm{G}_{\mathrm{d}} \star u\right)=\mathrm{M} u-j, \quad(t, x) \in(0, T] \times \mathcal{O}, \\
& u(0, x)=u_{0}(x), \quad x \in \mathcal{O}  \tag{7.1}\\
& n(x) \times u_{1}(t, x)=0, \quad(t, x) \in(0, T) \times \mathcal{O},
\end{align*}
$$

where $u=(E, H)^{t r}=:\left(u_{1}, u_{2}\right)^{t r}$ and M is the Maxwell operator. Further, let $G_{d}$ be the susceptibility matrix and $A_{\text {or }}$ be the optical response matrix (see (2.11)). Assuming, additionally, that $G_{d}$ is weakly differentiable with respect to time and that $\mathrm{G}_{\mathrm{d}}(\cdot, 0)=0$, we may rewrite the above equation in the equivalent form

$$
\begin{equation*}
\partial_{t} u=\mathrm{M}_{\mathrm{A}} u+\mathrm{G}_{\mathrm{A}} \star u+\mathrm{J}_{\mathrm{A}}, \tag{7.2}
\end{equation*}
$$

where $G_{A}=-A_{\text {or }}^{-1} \partial_{t} G_{d}, \quad M_{A}=A_{\text {or }}^{-1} M, J_{A}=-A_{\text {or }}^{-1} j$. By Assumption 2.3.5, equations (7.1) and (7.2) are equivalent.

### 7.3 FUNCTIONAL FRAMEWORK AND ASSUMPTIONS

In this section we introduce the functional setting that will be needed for the study of equations (7.1) or (7.2), as well as the assumptions on the data of the problem that will be used in proving the well posedness of the above models.

We will use the following function spaces (see Section 3.9.1):

$$
\begin{aligned}
& \mathrm{X}:=\left(L^{2}(\mathcal{O})\right)^{3} \\
& \mathbb{X}:=\mathrm{X} \times \mathrm{X} \\
& \mathbb{X}_{1}:=H_{0}(\operatorname{curl}, \mathcal{O}), \quad \mathrm{X}_{2}:=H(\operatorname{curl}, \mathcal{O}), \\
& \mathbb{X}_{\mathrm{M}}:=\mathrm{X}_{1} \times \mathrm{X}_{2}
\end{aligned}
$$

The proper combination of these function spaces provides the right functional environment for the treatment of the problem. Note that if $u \in \mathbb{X}_{M}$, then $u$ satisfies the perfect conductor boundary condition. Other choices are of course possible.

To keep the discussion as general as posible, we formulate our results in terms of an abstract integrodifferential equation. Let $\mathbb{H}$ and $\mathbb{H}_{M}$ be two Hilbert spaces and $M_{A}: \mathbb{H}_{M} \rightarrow \mathbb{H}$. The space $\mathbb{H}_{M}$ is endowed with the graph norm of $M_{A}$. In our setting, $\left(\mathbb{H}, \mathbb{H}_{M}\right)$ will be used as a proxy for the pair $\left(\mathbb{X}, \mathbb{X}_{M}\right)$ or any other relevant choice.

The following standing assumption on the operator $\mathrm{M}_{\mathrm{A}}$ is crucial for our approach. As will be seen later, in Section 7.4.2, the state space can be chosen so that this assumption holds true.

Assumption 7.3.1 The operator $\mathrm{M}_{\mathrm{A}}: \mathbb{H}_{\mathrm{M}} \rightarrow \mathbb{H}$ is the generator of a $C_{0}$ semigroup $\left\{\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(t)\right\}_{t \in \mathbb{R}}$ on the Hilbert space $\mathbb{H}$.

Regarding the definition and properties of semigroups, see Section A. 8 in Appendix A.

We are now able to state (7.2) as an abstract integrodifferential equation of the form

$$
\begin{equation*}
u^{\prime}=\mathrm{M}_{\mathrm{A}} u+\mathrm{G}_{\mathrm{A}} \star u+\mathrm{J}_{\mathrm{A}} \tag{7.3}
\end{equation*}
$$

on the Hilbert space $\mathbb{H}$.
Remark 7.3.2 ([205]) Consider the Maxwell equation $\mathrm{d}^{\prime}(t)=(\mathcal{L} u)^{\prime}(t)=$ $\mathrm{M} u(t)+j(t), t \geq 0, u(0)=u_{0}$, with $\mathcal{L}(u)=\mathrm{A}_{\text {or }} u+\mathrm{G}_{\mathrm{d}} \star u$. If $u: \mathbb{R}^{+} \rightarrow \mathbb{X}_{\mathrm{M}}$ and $J: \mathbb{R}^{+} \rightarrow H(\operatorname{div}, \mathcal{O})$ (recall that $\left.j=(-J, 0)^{t r}\right)$, it follows that d: $\mathbb{R}^{+} \rightarrow$ $H(\operatorname{div}, \mathcal{O}) \times H(\operatorname{div}, \mathcal{O})$ and $\rho: \mathbb{R}^{+} \rightarrow L^{2}(\mathcal{O})$. So, if $\operatorname{div} d(0)=(\rho(0), 0)^{t r}=$ $(\mathcal{L} u)(0)=\mathrm{A}_{\text {or }} u_{0}$ is given at $t=0$, then $\operatorname{div} D=\rho$ and $\operatorname{div} B=0$ for all $t>0$. Therefore Gauss's laws (2.2) are true, as long as the initial datum
$u_{0}$ is such that $\mathrm{A}_{\text {or }} u_{0} \in H(\operatorname{div} \rho(0), \mathcal{O}) \times H(\operatorname{div} 0, \mathcal{O})$, where $H(\operatorname{div} \rho(0), \mathcal{O})=$ $\mathfrak{r}+H(\operatorname{div} 0, \mathcal{O})$ with $\mathfrak{r} \in L^{2}\left(\mathcal{O}, \mathbb{R}^{3}\right): \operatorname{divr}=\rho(0)$. So the modelling requires just Ampère's and Faraday's laws (2.1), the equation of continuity (2.7), and the above regularity on $\left(E_{0}, H_{0}\right)^{t r}$.

### 7.4 SOLVABILITY

We now consider the problem of well posedness of the mathematical model governing the evolution of electromagnetic fields in complex media in the time domain, as expressed by the integrodifferential equation (7.3). This is a very important issue, since as it stands, this equation is nothing more than a formal expression of the Maxwell equations supplemented with a properly selected set of constitutive relations and boundary conditions. However, unless one manages to show that this evolution equation admits solutions having the right qualitative behaviour, one cannot assume this model is a satisfactory one for the physical situation at hand, and it is also very risky to try and use this model for numerical purposes.

Several alternative approaches to the solvability of system (7.3) can be considered. Our primary approach to this problem is to adopt a semigroup formulation, based on the semigroup generated by the Maxwell operator. Then the convolution terms, which model the chirality and the dispersive effects, are treated as perturbations of this semigroup. Through the use of general fixed point schemes, the well posedness as well as interesting qualitative properties of the model can be shown. This approach is adopted for the following reasons: (a) the semigroup (group, actually) generated by the Maxwell operator is very well studied and (b) the chiral terms are usually small, so that it is plausible to treat them as perturbations. The results of this section are based on [285]; they are related to those in [205]. See also [64], [65], [179].

### 7.4.1 Different notions of solutions

For the integrodifferential equation (7.3) a variety of different types of solutions can be defined regarding spatial or temporal regularity.

Definition 7.4.1 A function $u \in C([0, T] ; \mathbb{H})$ is called a mild solution of (7.3) if for all $t \in[0, T]$,
$u(t)=\mathrm{T}_{\mathrm{M}_{A}}(t) u_{0}+\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{A}}(t-s) \int_{0}^{s} \mathrm{G}_{A}(s-r) u(r) d r d s+\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{A}}(t-s) \mathrm{J}_{A}(s) d s$.

Definition 7.4.2 A function $u \in C([0, T] ; \mathbb{H})$ is called a weak solution of (7.3) if for every $\phi \in D\left(\mathrm{M}_{A}^{*}\right)=D\left(\mathrm{M}_{A}\right)$ :
(i) The function $(u(t), \phi)$ is absolutely continuous on $[0, T]$, where $(\cdot, \cdot)$ denotes the inner product ${ }^{1}$ in $\mathbb{H}$.
(ii) For almost all $t \in[0, T]$,

$$
(u(t), \phi)^{\prime}=-\left(u(t), \mathrm{M}_{A} \phi\right)+\left(\left(\mathrm{G}_{A} \star u\right)(t), \phi\right)+\left(\mathrm{J}_{A}(t), \phi\right) .
$$

(iii) $u(0)=u_{0}$.

Remark 7.4.3 Since $\mathrm{M}_{\mathrm{A}}$ is closed and densely defined, one can easily prove that a mild solution is a weak solution, and vice versa.

Definition 7.4.4 An $\mathbb{H}$-valued function $u$ is called a strong solution of (7.3) if $u \in W^{1,1}([0, T] ; \mathbb{H})$ and $u(t)$ satisfies equation (7.3) and the initial condition $u(0)=u_{0}$, a.e. on $[0, T]$.

Remark 7.4.5 By the form of (7.3) it can be seen that for a strong solution we have $u(t) \in D\left(\mathrm{M}_{\mathrm{A}}\right)$, a.e. in $[0, T]$, and $\mathrm{M}_{\mathrm{A}} u, \mathrm{G}_{\mathrm{A}} \star u \in L^{1}([0, T] ; \mathbb{H})$. Therefore, a strong solution possesses higher spatial regularity than a mild or a weak solution.

Solutions that assume a higher degree of regularity are classical solutions.
Definition 7.4.6 A function $u \in C^{1}([0, T] ; \mathbb{H}) \cap C\left([0, T] ; D\left(\mathrm{M}_{A}\right)\right)$ that satisfies equation (7.3) and the initial condition $u(0)=u_{0}$, for all $t \in[0, T]$, is called a classical solution.

Remark 7.4.7 It is easily seen that for a classical solution, it holds that $\mathrm{M}_{\mathrm{A}} u$, and $\mathrm{G}_{\mathrm{A}} \star u \in C([0, T] ; \mathbb{H})$.

The following theorem guarantees the well posedness of (7.3) in the weak sense:

Theorem 7.4.8 Under the assumptions
(i) $\mathrm{G}_{A} \in L^{2}\left([0, T] ;\left(L^{\infty}(\mathcal{O})\right)^{6 \times 6}\right)$,
(ii) $\mathrm{J}_{A} \in L^{1}([0, T] ; \mathbb{H})$,
the equation (7.3) is weakly ${ }^{2}$ well posed in $\mathbb{H}$.
Proof. Choose a positive $b$, and consider the Banach space $C([0, T] ; \mathbb{H})$, with the norm $\|u\|_{b}=\sup _{t \in[0, T]} e^{-b t}\|u(t)\|_{\mathbb{H}}$. For $T<\infty$, this norm is clearly equivalent to the usual norm of $C([0, T] ; \mathbb{H})$. We define the map F on $C([0, T] ; \mathbb{H})$ by

$$
\begin{align*}
\mathrm{F}(u(t)):=\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(t) u_{0} & +\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-s) \int_{0}^{s} \mathrm{G}_{\mathrm{A}}(s-r) u(r) d r d s \\
& +\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-s) \mathrm{J}_{\mathrm{A}}(s) d s, \tag{7.4}
\end{align*}
$$

[^63]with $s \leq t \in[0, T]$. It is not hard to establish that F maps $C([0, T] ; \mathbb{H})$ into $C([0, T] ; \mathbb{H})$, and that for an appropriate choice of $b, \mathrm{~F}$ is a contraction. Therefore, by the Banach contraction theorem (see Theorem A.9.1 in Appendix A), F has a unique fixed point that is the solution of (7.3). The continuous dependence of the solution on the data follows similarly.

Remark 7.4.9 The choice of $b$ in the equivalent norm $\|\cdot\|_{b}$ so that the map $F$ is a contraction can be thought of in an equivalent manner, as follows: instead of choosing $b$ as large as we wish to render F a contraction, we may take $b=0$ and study the fixed point equation in an interval $\left[t_{0}, t_{0}+\Delta t\right]$ for arbitrary $t_{0}$. For $\Delta t$ small enough, F is a contraction in the original norm, therefore guaranteeing the existence of a solution in this interval. A standard continuation argument may provide solutions in $[0, T]$.

In the assumptions of the three following theorems, $\mathrm{G}_{\mathrm{A}}(t) \mathrm{y}$ denotes the action of the matrix $\mathrm{G}_{\mathrm{A}}(t)$ on the six-vector y locally in $t$, i.e., not as a convolution.

The following result guarantees that equation (7.3) is strongly well posed.
Theorem 7.4.10 Assume that $u_{0} \in \mathbb{H}_{M}$ and that
(i) $\exists C>0:\left\|\mathrm{G}_{A}(t) \mathrm{y}\right\|_{\mathbb{H}_{M}}<C\|\mathrm{y}\|_{\mathbb{H}_{M}} \forall \mathrm{y} \in \mathbb{H}$ a.e. in $[0, T]$;
(ii) $\mathrm{J}_{A} \in L^{1}\left([0, T] ; \mathbb{H}_{M}\right)$;

Then (7.3) is strongly well posed in $\mathbb{H}$.
Proof. Let $b>0$. We consider the Banach space $L^{1}\left([0, T] ; \mathbb{H}_{M}\right)$ with norm $\|u\|_{b}=\int_{0}^{T} e^{-b t}\|u(t)\|_{\mathbb{H}_{M}} d t$. For $T<\infty$ the norm $\|\cdot\|_{b}$ is equivalent to the usual norm of $L^{1}\left([0, T] ; \mathbb{H}_{M}\right)$. For $s \leq t \in[0, T]$, we define the map F on $L^{1}\left([0, T] ; \mathbb{H}_{M}\right)$ as in (7.4). Based on the equivalence of the norms we can show that F maps $L^{1}\left([0, T] ; \mathbb{H}_{M}\right)$ into $L^{1}\left([0, T] ; \mathbb{H}_{M}\right)$. It is not hard to establish now that F is a contraction on $L^{1}\left([0, T] ; \mathbb{H}_{M}\right)$ for $b>0$ sufficiently large. It is clear ${ }^{3}$ that the resulting fixed point satisfies the properties required by Definition 7.4.4. So, (7.3), under the assumptions ( $i$ )-( $i i$ ), has a unique strong solution that is $b$-exponentially bounded. Remark 7.4.9 applies here as well.

Working in a similar fashion we may obtain classical solutions of equation (7.1) at the cost of imposing stricter regularity conditions on the data of the problem.

Theorem 7.4.11 Assume that $u_{0} \in \mathbb{H}_{M}$ and that
(i) $\exists C>0:\left\|\mathrm{G}_{A}(t) \mathrm{y}\right\|_{\mathbb{H}}<C\|\mathrm{y}\|_{\mathbb{H}} \forall t \in[0, T], \mathrm{y} \in \mathbb{H}$.
(ii) $\exists C>0:\left\|\mathrm{G}_{A}(t) \mathrm{y}\right\|_{\mathbb{H}_{M}}<C\|\mathrm{y}\|_{\mathbb{H}_{M}} \forall t \in[0, T], \mathrm{y} \in \mathbb{H}_{M}$.

[^64]$\left(i i i_{1}\right) \mathrm{J}_{A} \in L^{1}\left([0, T] ; \mathbb{H}_{M}\right) \cap C([0, T] ; \mathbb{H})$, or
$\left(i i i_{2}\right) \mathrm{J}_{A} \in W^{1,1}([0, T] ; \mathbb{H}) \cap C([0, T] ; \mathbb{H})$.
Then (7.3) is classically well posed in $\mathbb{H}$.
Proof. For $b>0$, consider the Banach space $C\left([0, T] ; \mathbb{H}_{M}\right)$ equipped with the norm $\|u\|_{b}=\sup _{t \in[0, T]} e^{-b t}\|u(t)\|_{\mathbb{H}_{M}}$. For $T<\infty$, this norm is equivalent to the usual norm of $C\left([0, T] ; \mathbb{H}_{\text {M }}\right)$. Define the map F on $C\left([0, T] ; \mathbb{H}_{\text {M }}\right)$ as in (7.4).

Consider the function $u_{\mathrm{G}}:[0, T] \rightarrow \mathbb{H}, u_{\mathrm{G}}(t):=\int_{0}^{t} \mathrm{G}_{\mathrm{A}}(t-s) u(s) d s$. Clearly, $u_{\mathrm{G}} \in C([0, T] ; \mathbb{H})$. Furthermore, since $u_{\mathrm{G}}(t) \in \mathbb{H}_{\mathrm{M}}=D\left(\mathrm{M}_{\mathrm{A}}\right)$ for every $t \in$ $[0, T]$ and $\mathrm{M}_{\mathrm{A}} u_{\mathrm{G}} \in L^{1}([0, T] ; \mathbb{H})$ the functions $u(t)=\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-s) u_{\mathrm{G}}(s) d s$ and $\mathrm{M}_{\mathrm{A}} u(t)$ are continuous on $[0, T]$, so $u(t) \in C\left([0, T] ; \mathbb{H}_{M}\right)$.

By a similar argument we find that the functions $v(t)=\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-$ $s) \mathrm{J}_{\mathrm{A}}(s) d s$ and $\mathrm{M}_{\mathrm{A}} v(t)$ are continuous on $[0, T]$; hence, $v(t) \in C\left([0, T] ; \mathbb{H}_{\mathrm{M}}\right)$. So, F maps $C\left([0, T] ; \mathbb{H}_{M}\right)$ into $C\left([0, T] ; \mathbb{H}_{M}\right)$.

Furthermore, we may show that for $b>0$ large enough, F is a contraction on $C\left([0, T] ; \mathbb{H}_{M}\right)$, and thus has a unique fixed point in $C\left([0, T] ; \mathbb{H}_{M}\right)$ that satisfies the assertions of Definition 7.4.6. Following the proof of Theorem 2.4, p. 107 in [346], it can be shown that this solution is continuously differentiable. So, (7.1) is classically well posed and the unique classical solution is $b$-exponentially bounded. Remark 7.4.9 applies here as well.

Finally, we observe that the classical solution may be obtained by replacing some of the conditions concerning spatial regularity of the kernel with conditions concerning temporal regularity of kernel. In particular:

Theorem 7.4.12 Under the assumptions of Theorem 7.4.11 with (ii) replaced by

$$
\exists \mathrm{g} \in L^{1}([0, T] ; \mathbb{R}):\left\|\mathrm{G}_{A}^{\prime} \mathrm{y}\right\|_{\mathbb{H}} \leq \mathrm{g}(t)\|\mathrm{y}\|_{\mathbb{H}_{M}}, \forall t \in[0, T], \mathrm{y} \in \mathbb{H}_{\mathrm{M}},
$$

(7.3) is classically well posed.

Proof. We consider again the map F : $C\left([0, T] ; \mathbb{H}_{M}\right) \rightarrow C\left([0, T] ; \mathbb{H}_{M}\right)$, as defined by (7.4), and prove that under the above assumptions, this map is a contraction.

Consider the continuous function $u_{\mathrm{G}}(t)=\int_{0}^{t} \mathrm{G}_{\mathrm{A}}(t-s) u(s) d s$. Since $u \in$ $C\left([0, T] ; \mathbb{H}_{\mathrm{M}}\right)$, we observe that $u_{\mathrm{G}}^{\prime}(t)=\mathrm{G}_{\mathrm{A}}(0) u(t)+\int_{0}^{t} \mathrm{G}_{\mathrm{A}}^{\prime}(t-s) u(s) d s \in$ $L^{1}([0, T] ; \mathbb{H})$.

Therefore, the function $u_{\mathrm{T}}(t)=\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-s) u_{\mathrm{G}}(s) d s$ is differentiable, and its derivative,

$$
u_{\mathrm{T}}^{\prime}(t)=\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(t) u_{\mathrm{G}}(0)+\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-s) u_{\mathrm{G}}^{\prime}(s) d s=\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-s) u_{\mathrm{G}}^{\prime}(s) d s
$$

is continuous on $[0, T]$. So, we obtain that $u_{\mathrm{T}}(t) \in \mathbb{H}_{\mathrm{M}}=D\left(\mathrm{M}_{\mathrm{A}}\right)$ and $\mathrm{M}_{\mathrm{A}} u_{\mathrm{T}}(t)$ is continuous on $[0, T]$, with $\mathrm{M}_{\mathrm{A}} u_{\mathrm{T}}(t)=u_{\mathrm{T}}^{\prime}(t)-u_{\mathrm{G}}(t)$. Moreover, since $\left\{\mathrm{G}_{\mathrm{A}}(t)\right\}$
is a family of bounded operators in $\mathbb{H}$ such that $\sup _{t \in[0, T]}\left\|G_{\mathrm{A}}\right\|_{\mathcal{L}(\mathbb{H})} \leq C$ for some $C>0$, for any $y \in \mathbb{H}_{M}$ we have:

$$
\left\|\mathrm{G}_{\mathrm{A}}(t) y\right\|_{\mathbb{H}} \leq C\|y\|_{\mathbb{H}} \leq C\|y\|_{\mathbb{H}_{\mathbb{M}}} .
$$

Hence, applying (7.5) for $y=u(t)$, in conjunction with our assumptions we obtain :

$$
\begin{aligned}
\left\|\mathrm{M}_{\mathrm{A}} u_{\mathrm{T}}(t)\right\|_{\mathbb{H}} & \leq\left\|u_{\mathrm{T}}^{\prime}(t)\right\|_{\mathbb{H}}+\|G(t)\|_{\mathbb{H}} \leq\left\|\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-s) u_{\mathrm{G}}^{\prime}(s) d s\right\|_{\mathbb{H}}+\left\|u_{\mathrm{G}}(t)\right\|_{\mathbb{H}} \\
& \leq T\left(\left\|\mathrm{G}_{\mathrm{A}}(0)\right\|_{\mathcal{L}(\mathbb{H})}+\int_{0}^{t} \mathrm{~g}(s) d s+C\right) \sup _{t \in[0, T]}\|u(t)\|_{\mathbb{H}_{\mathbb{M}}} .
\end{aligned}
$$

Finally we obtain that, for fixed $T$, there is a constant $c$ such that

$$
\begin{equation*}
\left\|u_{\mathrm{T}}(t)\right\|_{\mathbb{H}_{\mathrm{M}}} \leq c \sup _{t \in[0, T]}\|u(t)\|_{\mathbb{H}_{\mathrm{M}}} \tag{7.5}
\end{equation*}
$$

with $c>T_{m}\left(\left\|\mathrm{G}_{\mathrm{A}}(0)\right\|_{\mathcal{L}(\mathbb{H})}+\int_{0}^{T} \mathrm{~g}(s) d s+C\right)$, and $T_{m}=\max \left\{T, T^{2}\right\}$.
By a similar argument as before, since $J_{\mathrm{A}} \in W^{1,1}([0, T] ; \mathbb{H})$, we see that for the continuous function $v(t)=\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-s) \mathrm{J}_{\mathrm{A}}(s) d s$ we have that $v(t) \in$ $\mathbb{H}_{\mathrm{M}}=D\left(\mathrm{M}_{\mathrm{A}}\right)$ and $\mathrm{M}_{\mathrm{A}} v(t)$ is continuous on $[0, T]$. So F maps $C\left([0, T] ; \mathbb{H}_{\mathrm{M}}\right)$ into $C\left([0, T] ; \mathbb{H}_{M}\right)$.

Now, using (7.5), we can check that F is a contraction on $C\left([0, T] ; \mathbb{H}_{M}\right)$. Indeed, defining $u^{\diamond}=u^{(1)}-u^{(2)}$, for $u^{(1)}, u^{(2)} \in C\left([0, T] ; \mathbb{H}_{M}\right)$, we have

$$
e^{-b t}\left\|\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-s) \int_{0}^{s} \mathrm{G}_{\mathrm{A}}(s-r) u^{\diamond}(r) d r d s\right\|_{\mathbb{H}_{\mathrm{M}}} \leq e^{-b t} c \sup _{t \in[0, T]}\left\|u^{\diamond}(t)\right\|_{\mathbb{H}_{\mathrm{M}}}
$$

so it is clear that for $b>0$ sufficiently large, the map $F$ is a contraction on $C\left([0, T] ; \mathbb{H}_{\mathrm{M}}\right)$. It is easy to check that the unique fixed point $u(t), \quad t \in[0, T]$, satisfies the assertions of Definition 7.4.6 and consequently equations (7.3). So (7.3) is classically well posed.

Remark 7.4.13 In the case that $\mathrm{G}_{\mathrm{d}}$ is independent of $x$, assumption (ii) holds, provided that $\mathrm{G}_{\mathrm{d}}^{\prime}$ is bounded by an $L^{1}$ function. Similar comments apply in the case in which $\mathrm{G}_{\mathrm{d}}$ may depend on $x$ and $\mathbb{H}$ is an $L^{2}$-based Hilbert space, e.g., in $\mathbb{X}$.

Remark 7.4.14 Along the lines of the above procedure, one may obtain solutions of (7.3) of higher regularity by imposing sufficiently smooth data. The results of this section are by no means optimal. Optimal results can be obtained using more sophisticated methods than the ones employed here. For instance, resorting to other fixed point theorems we may obtain existence results under weaker assumptions on the data. We intentionally avoid such an approach to minimise the necessary technicalities.

### 7.4.2 Finite energy solutions

Different types of solutions can be obtained by the proper choice of the state space $\mathbb{H}$ and the domain of the operator $\mathrm{M}_{\mathrm{A}}$. In particular, the following choices yield important types of finite energy solutions.
$\triangleright$ Non (necessarily)-divergence-free solutions. The choice $\mathbb{H}=$ $\mathbb{X}$ and $D\left(\mathrm{M}_{\mathrm{A}}\right)=\mathbb{X}_{\mathrm{M}}$ provides the proper functional setting for studying finite energy solutions for (7.1). In view of Proposition 3.9.9, Assumption 7.3.1 holds for this choice of function spaces. Therefore, one may apply in a straightforward manner the abstract results of Section 7.4.1 to show the mild, strong and classical well posedness of (7.1) under the appropriate regularity conditions on the data.
$\triangleright$ Divergence-free solutions. The same choice for $\mathbb{H}$ and $\mathbb{H}_{M}$ as above, $\left(\mathbb{H}, \mathbb{H}_{M}\right)=\left(\mathbb{X}, \mathbb{X}_{M}\right)$ may yield solutions with divergence in $\mathbb{X}$ or even divergence-free solutions. For instance, if $u(0) \in \mathbb{X}$ and $J_{\mathrm{A}} \in$ $C^{1}([0, T] ; \mathbb{X})$, then by the abstract theory $u(t) \in \mathbb{X}_{M}$ for all $t$, and taking the divergence of the Maxwell equations (weakly), we obtain in conjunction with the equation of continuity that $u$ has well-defined divergence in $\mathbb{X}$, with divergence properties that are determined by the initial data (see Remark 7.3.2).

To obtain solutions for which the divergence can be defined, other choices for the functional setting are possible. For example, one may choose one of the following.
$\triangleright \mathbb{H}=\mathbb{X}$ and $\mathbb{H}_{M}=\left(H_{0}(\operatorname{curl}, \mathcal{O}) \cap H(\operatorname{div}, \mathcal{O})\right) \times(H(\operatorname{curl}, \mathcal{O}) \cap H(\operatorname{div}, \mathcal{O}))$. Noting that $\mathrm{M}: \mathbb{H}_{\mathrm{M}} \rightarrow \mathbb{X}$ is a semigroup generator, apply the abstract results of Section 7.4.1 to obtain solutions with well-defined divergence without resorting to the charge conservation equation. These results extend to the operator $\mathrm{M}_{\mathrm{A}}$.
$\triangleright \mathbb{H}=\mathbb{X}$ and $\mathbb{H}_{\mathrm{M}}=\mathfrak{X}_{\mathrm{M}}=\left(H_{0}(\operatorname{curl}, \mathcal{O}) \cap H(\operatorname{div} 0, \mathcal{O})\right) \times(H(\operatorname{curl}, \mathcal{O}) \cap$ $\left.H_{0}(\operatorname{div} 0, \mathcal{O})\right)$. This choice guarantees that the fields are divergence free. Then $\mathrm{M}: \mathbb{H}_{\mathrm{M}} \rightarrow \mathbb{H}$ is a semigroup generator (see Theorem 3.9.7; see also [138]). These results extend to the operator $M_{A}$ in the case where $A_{\text {or }}$ or $A_{0}$ have constant coefficients, or in the case of spatially dependent but smooth enough coefficients but working in the weighted versions of the $H(\operatorname{div} 0, \mathcal{O})$ spaces.
$\triangleright$ Still other choices are possible; see, e.g., [92], [93], [282], [450].

### 7.5 OTHER POSSIBLE APPROACHES TO SOLVABILITY

We now turn to the discussion of other possible approaches to the solvability of equation (7.1)

### 7.5.1 Evolution families approach

More compact expressions of the solution of Volterra-type problems of forms more general than (7.3) can be found in [133], [169], [170], [357] in terms
of the theory of resolvent operators. According to this theory, the unique classical solution of (7.3) is given by

$$
u(t)=R(t) u_{0}+\int_{0}^{t} R(t-s) \mathrm{J}_{\mathrm{A}}(s) d s, \quad t \in[0, T]
$$

where $\{R(t)\}_{t \geq 0}$, is the resolvent operator family that is admitted for (7.3).
We have the following result, along the lines of [133]:
Theorem 7.5.1 Under the assumptions of Theorem 7.4.12, (7.3) admits a resolvent operator $\{R(t)\}_{t \geq 0}$ and has a classical unique solution given by

$$
u(t)=R(t) u_{0}+\int_{0}^{t} R(t-s) \mathrm{J}_{A}(s) d s, \quad t \in[0, T]
$$

Proof. (Sketch) Since, by assumption, $\mathrm{G}_{\mathrm{A}}(t)$ is continuous as an operator from $\mathbb{H}_{M_{A}}$ to $\mathbb{H}$ for any $t \geq 0$, we see that Hypothesis H 2 of [133] is fulfilled, and the result follows by application of the abstract results of [133].

For a similar result in the whole of $\mathbb{R}^{3}$, see Chapter 10.
In many applications we prefer the expression of the solution of (7.3) using semigroup theory instead of using the theory of resolvent operators, even if in the latter case the solution has a simpler and more compact form. The resolvent operator $\{R(t)\}_{t \geq 0}$ is an abstract mathematical object, whereas the unitary group $\left(\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(t)\right)_{t \in \mathbb{R}}$, generated by the Maxwell operator, is quite well studied in the literature. Generally, in [173], several results concerning the expansion of a solution, which is expressed using semigroup theory, are proved. These results may lead to a numerical scheme.

### 7.5.2 A Faedo-Galerkin approach

An alternative approach to the well posedeness problem is to employ a FaedoGalerkin approach. This will result in a finite-dimensional approximation of the evolution equation. The Faedo-Galerkin approach is a very versatile approach for the study of evolution problems that has interesting applications in numerical analysis and can be generalised for the study of nonlinear problems.

The following theorem, which follows the general lines of [70], provides a result concerning the solvability of the Maxwell equations in chiral media based on the Faedo-Galerkin method.

Theorem 7.5.2 Under the assumptions of Theorem 7.4.8, equation (7.1) has a unique weak solution $u \in W^{1, \infty}([0, T] ; \mathbb{X}) \cap L^{\infty}\left([0, T] ; \mathbb{X}_{M}\right)$, satisfying

$$
\|u\|_{L^{\infty}\left([0, T] ; \mathbb{X}_{\mathrm{M}}\right)}+\left\|u^{\prime}\right\|_{L^{\infty}([0, T] ; \mathbb{X})} \leq C\left(\|j\|_{W^{1,1}([0, T] ; \mathbb{X})}+\|u(0)\|_{\mathbb{X}_{M}}\right)
$$

Proof. (Sketch) We will work in terms of the weak form of the evolution equation and use the Faedo-Galerkin method to provide an existence result.

Let $e_{n}, n=1,2, \cdots$, be an orthonomal basis of $\mathbb{X}_{\mathrm{M}}$. We will first look for solutions in $V_{m}=\operatorname{span}\left(e_{1}, \cdots, e_{m}\right)$, which is a finite-dimensional subspace
of $\mathbb{X}_{M}$. This candidate solution will be of the form $u_{m}=\sum_{i=1}^{m} u^{(i)} e_{i}$, where $u^{(i)}$ are scalar functions. To avoid introducing cumbersome notation, we will identify $u_{m} \in V_{m}$ with the $m$-dimensional vector $u_{m}=\left(u^{(1)}, \cdots, u^{(m)}\right)$ and use the same notation for both. We substitute this expression into the weak form of the equation and then, using as test functions the elements of the basis $e_{i}$, one by one, we obtain, after integrating once with respect to time, a system of $m$ integral equations of the Volterra type for the scalar functions, of the form

$$
\begin{equation*}
A u_{m}+K \star u_{m}-\int_{0}^{t} M u_{m}(s) d s=\int_{0}^{t} j_{m}(s) d s \tag{7.6}
\end{equation*}
$$

where $u_{m}=\left(u^{(1)}, \cdots, u^{(m)}\right) \in \mathbb{R}^{m}, A, M, K \in \mathbb{R}^{m \times m}$ and $j_{m}$ is the projection of $j$ on $V_{m}$. The matrix functions $A, M, K$ are defined through the relations
$\left(A u_{m}\right)_{i}:=\left(\mathrm{A}_{\text {or }} u_{m}, e_{i}\right),\left(K \star u_{m}\right)_{i}:=\left(\mathrm{G}_{\mathrm{d}} \star u_{m}, e_{i}\right),\left(M u_{m}\right)_{i}:=\left(\mathrm{M} u_{m}, e_{i}\right)$,
where the subscript $i$ denotes the corresponding coordinate of the vector $\mathfrak{S} u_{m}, \mathfrak{S}$ being a proxy for $A, K, M$.

The solvability of the finite-dimensional system (7.6) is obtained by the standard theory of the Volterra equations (see, e.g., Lemma 1.1 in [70]). The time regularity of the solution $u_{m}$ is dictated by the regularity of the kernel function $K$, as well as by the regularity of the source term ${ }^{4}$.

We now obtain a priori estimates for the projections of the solution in $V_{m}$, independent of the dimension $m$. To this end, in the weak form of the equation, and assuming $u \in V_{m}$ as the solution, we use $u$ as a test function. By the properties of the Maxwell operator we see that

$$
\int_{\mathcal{O}}\left(\mathrm{A}_{\mathrm{or}} u_{m}+\mathrm{G}_{\mathrm{d}} \star u_{m}\right)^{\prime} \cdot u_{m} d x=\int_{\mathcal{O}} j_{m} \cdot u_{m} d x
$$

Integrating over $[0, t]$ we get the estimate

$$
\begin{align*}
& \int_{\mathcal{O}} \mathrm{A}_{\text {or }} u_{m}(t) \cdot u_{m}(t) d x \leq \int_{\mathcal{O}} \mathrm{A}_{\text {or }} u_{m}(0) \cdot u_{m}(0) d x \\
& +\int_{0}^{t} \Theta(s) U_{m}^{2}(s) d s+\left\|j_{m}\right\|_{L^{1}([0, t] ; \mathbb{X})} U_{m}(t), \tag{7.7}
\end{align*}
$$

where $U_{m}(t)=\sup _{s \in[0, t]}\left\|u_{m}(s)\right\|_{\mathbb{x}}$ and

$$
\Theta(s)=\left\|\mathrm{G}_{\mathrm{d}}(0)\right\|_{L^{\infty}(\mathcal{O})}+\int_{0}^{t}\left\|\mathrm{G}_{\mathrm{d}}^{\prime}(s)\right\|_{L^{\infty}(\mathcal{O})} d s
$$

By Gronwall's inequality (see Section A. 11 in Appendix A) we obtain the following bound for the finite-dimensional approximation of the solution ${ }^{5}$,

$$
\left\|u_{m}\right\|_{L^{\infty}([0, T] ; \mathbb{X})} \leq C_{1}\left(\|j\|_{L^{1}([0, T] ; \mathbb{X})}+\|u(0)\|_{\mathbb{X}_{M}}\right)
$$

[^65]where the bound is uniform in $m$.
Similar arguments applied to the weak form of the equation, differentiated twice with respect to $t$, provide the estimate
$$
\left\|u_{m}^{\prime}\right\|_{L^{\infty}([0, T] ; \mathbb{X})} \leq C_{2}\left(\|j\|_{W^{1,1}([0, T] ; \mathbb{X})}+\|u(0)\|_{\mathbb{X}_{\mathrm{M}}}\right),
$$
where $C_{2}$ is a constant depending on the data of the problem but not on the dimension $m$ of the approximation.

We now consider the approximation $u_{m}=\sum_{i=1}^{m} u^{(i)} e_{i}$ as a sequence in $\mathbb{X}$. The above estimates allow us to conclude that if we consider the sequence $\left\{u_{m}\right\}$ of finite-dimensional approximations to the solution of the problem, and allow $m \rightarrow \infty$, then the sequences $\left\{u_{m}\right\}$ and $\left\{u_{m}^{\prime}\right\}$ are bounded sequences in the function space $L^{\infty}([0, T] ; \mathbb{X})$. By standard results (see Section A. 2 in Appendix A), this guarantees the existence of a subsequence $\left\{u_{m_{k}}\right\}$ that converges in the weak-* topology to a limit $u$ such that $u_{m_{k}} \stackrel{*}{\rightharpoonup} u$ and $u_{m_{k}}^{\prime} \stackrel{*}{\rightharpoonup} u^{\prime}$ in $L^{\infty}([0, T] ; \mathbb{X})$. The finite-dimensional approximations $u_{m}$ satisfy

$$
\int_{\mathcal{O}}\left(\mathrm{A}_{\text {or }} u_{m}+K \star u_{m}\right)^{\prime} \cdot \phi_{n} d x=-\int_{\mathcal{O}} u_{m} \cdot \mathrm{M} \phi_{n} d x-\int_{\mathcal{O}} j \cdot \phi_{n} d x
$$

for every $\phi_{n} \in V_{n}$. We first take the limit as $n \rightarrow \infty$, and by the density of $V_{n}$ in $\mathbb{X}_{M}$, we find that

$$
\begin{equation*}
\int_{\mathcal{O}}\left(\mathrm{A}_{\text {or }} u_{m}+K \star u_{m}\right)^{\prime} \cdot v d x=-\int_{\mathcal{O}} u_{m} \cdot \mathrm{M} v d x-\int_{\mathcal{O}} j \cdot v d x \tag{7.8}
\end{equation*}
$$

for every $v \in \mathbb{X}_{\mathrm{M}}$. We now take the limit as $m \rightarrow \infty$, and by the weak star convergence results of $u_{m}$ and $u_{m}^{\prime}$, we see that the limit $u$ satisfies (7.8) for every $v \in V$. By an integration by parts, we see that this is equivalent to

$$
\begin{equation*}
\int_{\mathcal{O}}\left(\mathrm{A}_{\mathrm{or}} u+\mathrm{G}_{\mathrm{d}} \star u\right)^{\prime} \cdot v d x=\int_{\mathcal{O}} \mathrm{M} u \cdot v d x-\int_{\mathcal{O}} j \cdot v d x \tag{7.9}
\end{equation*}
$$

and by the density of $\mathbb{X}_{M}$ in $\mathbb{X}$, we deduce that (7.9) is equivalent to the weak form of equation (7.1). Solving the equation for $\mathrm{M} u$ provides a bound for the $L^{\infty}([0, T] ; \mathbb{X})$ norm of curlu. The Banach-Steinhaus theorem (uniform boundedness principle) (see Section A. 7 in Appendix A) is essential in showing that the weak limit of $\mathrm{M} u_{m}$ is $\mathrm{M} u$.

The choice of the basis $e_{i}$ is an important issue. An interesting choice would be to use the eigenfunctions of the curl operator or the eigenfunctions of the Maxwell operator. Such a choice would simplify immensely the form of the finite-dimensional approximations in terms of Volterra integral equations, and this will be important if one wishes to use this approximation for the numerical analysis of the problem. One particular choice may be in terms of the eigenfunctions of the curl operator, proposed by Moses [326]. The use of these eigenfunctions for the study of chiral media has been proposed in [151].

The Faedo-Galerkin approach may be used for the study of more regular solutions, imposing higher regularity on the data. On the other hand, the

Faedo-Galerkin method may be used within a variational formulation in order to provide solutions of the equations under possibly weaker assumptions on the data, and may also prove a very useful tool for numerical approximation of the equations, by generalising the discussion of Section 4.6 to the time-dependent problem.

### 7.6 MISCELLANEA

### 7.6.1 More on the semigroup approach

It is possible to employ the semigroup approach directly by extending the phase space of the original problem. Then, in the proper functional setting, (7.3) is equivalent to an abstract ODE,

$$
\begin{equation*}
z^{\prime}=\mathscr{C} z \tag{7.10}
\end{equation*}
$$

where $z=(w, u)^{t r}$ is an element of the extended phase space ( $u$ being the original unknown six-vector function and $w$ being a new variable incorporating the effects of the convolution terms) and $\mathscr{C}$ is the generator of the extended semigroup. This semigroup comprises the right shift semigroup (whose generator is the derivative operator with respect to the time variable) and the semigroup generated by $\mathrm{M}_{\mathrm{A}}$. A semigroup approach for (7.10) yields the required well posedness results.

This approach has been employed for general linear integrodifferential equations in Banach spaces ([53], [133], [321]; see also the monograph [141]).

### 7.6.2 Pseudoparabolic equations

Equations of the general form

$$
\begin{equation*}
\mathfrak{L} u^{\prime}=\mathfrak{M} u+\mathfrak{f} \tag{7.11}
\end{equation*}
$$

(and nonlinear extensions) have been studied for a long time by a variety of methods. They are of interest not only for the sake of generalisations but also because they arise naturally in a vast variety of applications (e.g., in acoustics, electromagnetics, viscoelasticity, heat conduction, etc.). They have been called Sobolev-type equations, the term generally denoting equations or systems in which spatial derivatives are mixed with the time derivative of highest order. For a descriptive review of work prior to 1976 and many historic examples, see [89]. In particular, equation (7.11) is called strongly regular if $\mathfrak{L}^{-1} \mathfrak{M}$ is continuous, weakly regular if $\mathfrak{L}$ is invertible but does not dominate $\mathfrak{M}$, and degenerate if $\mathfrak{L}$ is not invertible (see [399]). Strongly regular Sobolev equations are also widely known as pseudoparabolic. Using techniques from the theory of Sobolev-type equations, we may consider the low chirality limit for the Maxwell equations (see [283]).

## Chapter Eight

## Controllability

### 8.1 INTRODUCTION

In this chapter we present some issues concerning the controllability of the Maxwell equations for complex media in the time domain. Controllability issues constitute an important class of problems that present considerable interest both from the mathematical as well as from the applications point of view.

The structure of this chapter is as follows. In Section 8.2 we formulate the problem and discuss our main strategy for its treatment, using a fixed point approach. This approach is based on the controllability problem for the Maxwell equations and treats the integrodifferential terms in the constitutive relations for the complex media as a perturbation. In Section 8.3 we present some results on the controllability of the Maxwell system that are essential in the study of the controllability problem in complex media. In Section 8.5 we provide details on the solution of the controllability problem for complex media using the fixed point scheme. In this chapter our main approach is a constructive one; however, in Section 8.6.1 we provide an abstract approach to controllability based on semigroup arguments, which allows us to present our results in a unified framework. In Section 8.6 .2 we briefly discuss the problem of boundary controllability. In Section 8.6 .3 we discuss the problem of optimal control for Maxwell equations. Finally, in Section 8.6.4 we present miscellaneous results concerning controllability for time-harmonic problems, etc.

### 8.2 FORMULATION

Our starting point is the general control system (2.49) derived in Section 2.4.7 (and restated here for convenience):

$$
\begin{equation*}
u^{\prime}=\mathrm{M}_{\mathrm{A}} u+\mathrm{G}_{\mathrm{A}} \star u+\mathrm{J}_{\mathrm{A}}+\mathcal{B} v \tag{8.1}
\end{equation*}
$$

where $u=(E, H)^{t r}$ is the state of the system, $v=\left(v_{1}, v_{2}\right)^{t r}$ is the control, and $\mathcal{B}$ is an operator quantifying how the control $v$ affects the system's evolution equation. Although $\mathcal{B}$ can in general be an unbounded, or a noninvertible, operator, to avoid technicalities we assume here that it is a bounded and boundedly invertible operator. As usual, we will consider the Maxwell equations as an abstract ODE in the appropriate function setting. For in-
stance, for internal controllability problems we will consider (8.1) an abstract ODE in the function space

$$
\mathfrak{X}_{\mathrm{M}}:=\left(H_{0}(\operatorname{curl}, \mathcal{O}) \cap H(\operatorname{div} 0, \mathcal{O})\right) \times\left(H(\operatorname{curl}, \mathcal{O}) \cap H_{0}(\operatorname{div} 0, \mathcal{O})\right)
$$

which incorporates the boundary conditions, as well as the divergence-free property of the fields ${ }^{1}$.

The main object of this chapter is the problem of the controllability of system (8.1), which can now be stated as follows:

> Given $T>0$, an initial condition $u(0)=U_{0}$ and a final condition $u(T)=U_{T}$, can we find a control procedure $v^{b}(\cdot)$ such that the solution of the system (8.1) with $v(\cdot)=v^{b}(\cdot)$ satisfies $u(0)=U_{0}$ and $u(T)=U_{T}$ ?

This problem has been treated in detail for a large number of linear equations, with or without convolution terms (see, e.g., [244], [290], [291]). Although extensive work on the subject of controllability of the Maxwell equations exists (see, e.g., [139], [140], [223], [264], [336], [350], [422]), the subject is still "virgin" for the case of complex media (with the exceptions of [116], [117], [118], [195]). The linear problem with the inclusion of a convolution term can be treated exactly; nevertheless, we choose to adopt here a perturbative approach based on the Hilbert uniqueness method, mainly because this method can be easily extended to treat the problem of controllability of nonlinear systems. However, for the sake of completeness, we will sketch the alternative approach in a separate section. For detailed presentations of the Hilbert uniqueness method, developed by J.-L. Lions, we refer the reader to [265], [290], [291], [453].

Our approach is based on the following fixed point scheme. Assume that the state space of the system is a Hilbert space $\mathbb{H}$. At this point we do not specify the exact nature of this Hilbert space; we will return to this later. Fix a function $z(\cdot) \in \mathbb{H}$ and consider the linear system

$$
\begin{equation*}
u^{\prime}=\mathrm{M}_{\mathrm{A}} u+\mathrm{J}_{\mathrm{A}}^{\square}+\mathcal{B} v, \tag{8.2}
\end{equation*}
$$

where $\mathrm{J}_{\mathrm{A}}^{\square}=\mathrm{J}_{\mathrm{A}}+\mathrm{G}_{\mathrm{A}} \star z$. Assuming for the moment the controllability of the linear system (8.2), we define as $v_{z}(\cdot)$ the control procedure that is needed to drive the system (8.2) from $u(0)=U_{0}$ to $u(T)=U_{T}$. Let $u_{z}(\cdot)$ be the solution of

$$
\begin{equation*}
u^{\prime}=\mathrm{M}_{\mathrm{A}} u+\mathrm{J}_{\mathrm{A}}^{\square}+\mathcal{B} v_{z} \tag{8.3}
\end{equation*}
$$

with initial condition $u(0)=U_{0}$. By the definition of $v_{z}$, we know that $u(T)=U_{T}$. Define the map F:C([0,T]; $\left.\mathbb{H}\right) \rightarrow C([0, T] ; \mathbb{H})$ by

$$
F(z(\cdot))=u(\cdot)
$$

If this map has a fixed point, i.e., if there exists a function $\mathfrak{u} \in C([0, T] ; \mathbb{H})$ such that $\mathcal{F}(\mathfrak{u})=\mathfrak{u}$, then this $\mathfrak{u}$ is the solution of the controlled system (8.1)

[^66]that connects the states $U_{0}$ and $U_{T}$ in time $T$, and furthermore $v_{\mathfrak{u}}$ is the required control $v^{b}$.

There are several possible treatments of the problem of showing that the map F has a fixed point. For instance, one may use the Banach contraction mapping theorem for this purpose. This, in general, will work either for small enough initial data, or small enough $T$, or small enough amplitudes of the chirality coefficients, or a proper combination of these. Another alternative is to use fixed point theorems that are of a more global nature, such as the Schauder fixed point theorem. The application of this theorem may allow us to obtain controllability results that are less restrictive in terms of parameter values or in terms of the initial data. For this reason we choose to adopt this approach here.

### 8.3 CONTROLLABILITY OF ACHIRAL MEDIA: THE HILBERT UNIQUENESS METHOD

From the above discussion it is clear that the first main step in the study of controllability of the Maxwell equations in complex media is the study of the achiral case, i.e., when $\mathrm{G}_{\mathrm{A}}=0$. To this end we consider the controllability of the system

$$
\begin{equation*}
u^{\prime}=\mathrm{M}_{\mathrm{A}} u+\mathrm{J}_{\mathrm{A}}+\mathcal{B} v . \tag{8.4}
\end{equation*}
$$

The question is to construct a control procedure $v$ such that the system is driven from $U_{0}$ to $U_{T}$ in time $T$.

We will approach this problem using the Hilbert uniqueness method. This requires the introduction and study of some auxiliary problems.

Consider first the backward adjoint problem

$$
\begin{array}{r}
-\Phi^{\prime}=\mathrm{M}_{\mathrm{A}}^{*} \Phi \\
\Phi(T)=\Phi_{T} \tag{8.5}
\end{array}
$$

where by $\mathrm{M}_{\mathrm{A}}^{*}$ we denote the adjoint of $\mathrm{M}_{\mathrm{A}}$. By the properties of the Maxwell operator, within the functional setting adopted here, we have that $\mathrm{M}_{\mathrm{A}}^{*}=$ $-M_{A}$, so that the backward adjoint problem (8.5) is equivalent to

$$
\begin{align*}
& \Phi^{\prime}=\mathrm{M}_{\mathrm{A}} \Phi  \tag{8.6}\\
& \Phi(T)=\Phi_{T}
\end{align*}
$$

Assuming temporarily that this problem is well posed (we return to this issue shortly; see Section 8.4.1), we may obtain the function $\Phi$.

For this function $\Phi$ we consider the following auxiliary forward problem:

$$
\begin{align*}
& \Psi^{\prime}=\mathrm{M}_{\mathrm{A}} \Psi+\mathcal{G} \Phi  \tag{8.7}\\
& \Psi(0)=0
\end{align*}
$$

where $\mathcal{G}$ is some operator that will be specified in due course. Assuming for the time being the well posedness of this problem, as we did for the adjoint backward problem (see Section 8.4.1), we may find the final condition $\Psi(T)$.

We now define the operator $\Lambda$ by $\Lambda\left(\Phi_{T}\right)=\Psi(T)$. This map connects the final condition, $\Phi_{T}$, of the backward adjoint problem (8.6) to the final state, $\Psi(T)$, of the forward nonhomogeneous problem (8.7). We must be careful with the domain and the range of this map; however, for the time being we define the map as $\Lambda: \mathbb{H}_{1} \rightarrow \mathbb{H}_{1}$, where $\mathbb{H}_{1}$ is an appropriate subset of the state space $\mathbb{H}$.

Finally, we consider the auxiliary system

$$
\begin{align*}
& V^{\prime}=\mathrm{M}_{\mathrm{A}} V+\mathrm{J}_{\mathrm{A}}  \tag{8.8}\\
& V(0)=U_{0}
\end{align*}
$$

This is nothing else but the uncontrolled Maxwell system, starting at $U_{0}$. The solution of this system will provide us with $V(T)$, which is the state that the original system would get to in the absence of control.

By the linearity of the equations we observe that if we set $U=V+\Psi$, then the function $U$ will satisfy the system

$$
U^{\prime}=\mathrm{M}_{\mathrm{A}} U+\mathrm{J}_{\mathrm{A}}+\mathcal{G} \Phi
$$

which, if $\mathcal{G}=\mathcal{B}$, coincides with the original control system. Now let us consider the initial and final states. For the initial state we have

$$
U(0)=V(0)+\Psi(0)=U_{0} .
$$

For the final state we have $U(T)=V(T)+\Psi(T)$. Therefore, if $\Psi(T)=$ $U_{T}-V(T)$, then $U(T)=U_{T}$, which is the required final state. This would result in the solution of the problem, since if $\Phi^{b}$ is the solution of (8.6) such that the solution of (8.7) satisfies $\Psi(T)=U_{T}-V(T)$, then $\Phi^{b}$ is the desired control $v$.

It remains to see whether such a solution $\Phi^{b}$ indeed exists. To this end, we need to use the map $\Lambda$, which connects the final states of the adjoint backward and forward systems. Suppose that the operator equation

$$
\begin{equation*}
\Lambda\left(\Phi_{T}^{b}\right)=U_{T}-V(T) \tag{8.9}
\end{equation*}
$$

is satisfied for some $\Phi_{T}^{b} \in \mathbb{H}_{1}$. Then this $\Phi_{T}^{b}$ is the proper final condition for the adjoint system (8.6). The construction of the control then is given by the following procedure:
$\triangleright$ Solve (8.8) with initial condition $U_{0}$ to obtain $V(T)$.
$\triangleright$ Solve the operator equation (8.9) to obtain $\Phi_{T}^{b}$.
$\triangleright$ Solve the backward adjoint equation (8.6) with final condition $\Phi_{T}^{b}$ to obtain the solution $\Phi^{b}(\cdot)$.
$\triangleright$ The required control is $v^{b}=\Phi^{b}$.
$\triangleright$ The desired path is given by the solution of (8.4) with the control $v^{b}=\Phi^{b}$.

Therefore, the whole problem reduces to a detailed understanding of the mapping $\Lambda$ and the solvability of the operator equation (8.9). If this equation has a solution for any $U_{T}$, then, assuming always the well posedness of the auxiliary problems, it is possible to find a control procedure $v(\cdot)$ that allows us to steer the system (8.4) from any initial state $U_{0}$ to any final state $U_{T}$ within the required time $T$. In this case we say that the system is exactly controllable. The control procedure constructed above is a minimal-norm control ${ }^{2}$.

From the above discussion, we see that exact controllability of the system is equivalent to the invertibility of the operator $\Lambda$ on the whole of $\mathbb{H}_{1}$. The Hilbert uniqueness method essentially consists in trying to define appropriate Hilbert spaces $\mathbb{H}_{1}$, endowed with the proper norms, so as to guarantee the invertibility of $\Lambda$. We treat this problem following [196], in the specific setting of the Maxwell equations, and avoid a general abstract discussion to keep the presentation as clear and as self-contained as possible. For an excellent and extremely clear discussion of the general abstract approach, we refer the interested reader to [112]. See also [414].

### 8.4 THE FORWARD AND BACKWARD PROBLEMS

### 8.4.1 Well posedness

We first establish that both the backward and the forward problems (8.6) and (8.7) are well posed. Recall that

$$
\begin{aligned}
& \mathrm{X}:=\left(L^{2}(\mathcal{O})\right)^{3}, \mathbb{X}:=\mathrm{X} \times \mathrm{X}, \\
& \mathfrak{X}_{1}:=H_{0}(\operatorname{curl}, \mathcal{O}) \cap H(\operatorname{div} 0, \mathcal{O}), \mathfrak{X}_{2}:=H(\operatorname{curl}, \mathcal{O}) \cap H_{0}(\operatorname{div} 0, \mathcal{O}), \\
& \mathfrak{X}_{\mathrm{M}}:=\mathfrak{X}_{1} \times \mathfrak{X}_{2},
\end{aligned}
$$

and define

$$
\mathbb{W}^{1,1}:=C([0, T] ; \mathbb{X}) \cap W^{1,1}([0, T], \mathbb{X})
$$

Theorem 8.4.1 (i)Let $\Phi_{T} \in \mathfrak{X}_{\mathrm{M}}$. Then the backward problem (8.6) (and hence (8.5)) is well posed in $C\left([0, T] ; \mathfrak{X}_{\mathrm{M}}\right) \cap C^{1}([0, T] ; \mathbb{X})$.
(ii) Let $\mathcal{B} \in \mathcal{L}\left(\mathbb{W}^{1,1}, \mathbb{W}^{1,1}\right)$ be invertible. Then the nonhomogeneous forward problem (8.7) with $\mathcal{G}=\mathcal{B}$, namely,

$$
\begin{aligned}
& \Psi^{\prime}=\mathrm{M}_{A} \Psi+\mathcal{B} \Phi, \\
& \Psi(0)=0,
\end{aligned}
$$

is well posed in $C\left([0, T] ; \mathfrak{X}_{\mathrm{M}}\right) \cap C^{1}([0, T] ; \mathbb{X})$.
Proof. (Sketch) The proof is based on the facts that within the functional setting employed, we have (a) $M_{A}^{*}=-M_{A}$, and (b) $M_{A}$ is the generator of

[^67]a $C_{0}$ group. The group property of $e^{t \mathrm{M}_{\mathrm{A}}}$ guarantees that the properties of the forward and the backward problem are equivalent. The rest follows by standard semigroup arguments.

By the regularity properties of the Maxwell equations (which follow easily from semigroup arguments; see Appendix A, Theorem A.8.14), we see that the map $\Lambda$ is well defined as a map from $\mathfrak{X}_{\mathrm{M}} \rightarrow \mathfrak{X}_{\mathrm{M}}$. It remains to study the invertibility of $\Lambda$. We will approach this problem using an application of the Lax-Milgram lemma.

To this end, we need the following auxiliary results:

### 8.4.2 An estimate for the backward problem

Consider first the backward problem

$$
\begin{array}{r}
-v^{\prime}=\mathrm{M}_{\mathrm{A}}^{*} v \\
v(T)=\alpha, \tag{8.10}
\end{array}
$$

which is a final value problem for some $\alpha \in \mathfrak{X}_{\mathrm{M}}$. Here, $\mathrm{M}_{\mathrm{A}}^{*}$ is the adjoint of $\mathrm{M}_{\mathrm{A}}$ in $D\left(\mathrm{M}_{\mathrm{A}}\right)=\mathfrak{X}_{\mathrm{M}}$.

Lemma 8.4.2 Consider any $\tau \in[0, T]$. The solution to the backward problem (8.10) satisfies an estimate of the form

$$
\begin{equation*}
\|\alpha\|_{\mathfrak{x}_{\mathrm{M}}}^{2} \leq C \rho_{1}(\tau) \int_{T-\tau}^{T}\|v(t)\|_{\mathfrak{x}_{\mathrm{M}}}^{2} d t \tag{8.11}
\end{equation*}
$$

where $\rho_{1}(\tau)$ blows up as $\tau \rightarrow 0$.
Proof. Recall that for the specific choice of $\mathfrak{X}_{\mathrm{M}}$ considered here, the operator $M_{A}$ has the property $M_{A}^{*}=-M_{A}$, so that the backward adjoint system assumes the form

$$
\begin{align*}
& v^{\prime}=\mathrm{M}_{\mathrm{A}} v \\
& v(T)=\alpha \tag{8.12}
\end{align*}
$$

Therefore, we may use the results for the backward continuation of the Maxwell system. In fact, since the Maxwell operator generates a $C_{0}$ group, these results are straightforward adaptations of the results for the forward system. Now let us denote $\alpha:=\left(\alpha_{1}, \alpha_{2}\right)^{t r} v:=\left(v_{1}, v_{2}\right)^{t r}$. Assuming for simplicity, and without loss of generality, that $\varepsilon=\mu=1$, we have

$$
\begin{equation*}
\partial_{t}^{2} v_{i}+\operatorname{curl} \operatorname{curl} v_{i}=0, \quad i=1,2 . \tag{8.13}
\end{equation*}
$$

We will use the following known fact (see, e.g., [334]): there exist $C_{1}>0$ and $C_{2}>0$ that depend only on $\mathcal{O}$, such that for any $w_{1} \in \mathfrak{X}_{1}$, one has

$$
\begin{equation*}
\left\|w_{1}\right\|_{x_{1}} \leq C_{1}\left\|\operatorname{curl} w_{1}\right\|_{x} \tag{8.14}
\end{equation*}
$$

and for any $w_{2} \in \mathfrak{X}_{2}$, one has

$$
\begin{equation*}
\left\|w_{2}\right\|_{x_{2}} \leq C_{2}\left\|\operatorname{curl} w_{2}\right\|_{x} \tag{8.15}
\end{equation*}
$$

Working in a similar fashion with the corresponding problem in [182], we multiply the identity

$$
\begin{equation*}
\partial_{t}^{2} v_{1}+\operatorname{curl} \operatorname{curl} v_{1}=0 \tag{8.16}
\end{equation*}
$$

by $\rho(t) v_{1}$, where $\rho(t):=(T-\tau-t)^{2}(T-t)^{2}$, and integrate over $(T-\tau, T) \times \mathcal{O}$.
We get

$$
\int_{T-\tau}^{T} \int_{\mathcal{O}} \rho^{\prime} v_{1} \partial_{t} v_{1} d x d t+\int_{T-\tau}^{T} \int_{\mathcal{O}} \rho\left|\partial_{t} v_{1}\right|^{2} d x d t=\int_{T-\tau}^{T} \int_{\mathcal{O}} \rho\left|\operatorname{curl} v_{1}\right|^{2} d x d t
$$

Noting that

$$
\int_{T-\tau}^{T} \int_{\mathcal{O}} \rho^{\prime} v_{1} \partial_{t} v_{1} d x d t=\int_{T-\tau}^{T} \int_{\mathcal{O}} \frac{\rho^{\prime}}{\sqrt{\rho}} \sqrt{\rho} v_{1} \partial_{t} v_{1} d x d t
$$

and using standard inequalities, we see that for all $\lambda>0$,

$$
\begin{align*}
& \int_{T-\tau}^{T} \int_{\mathcal{O}} \rho(t)\left|\operatorname{curl} v_{1}\right|^{2} d x d t \leq \int_{T-\tau}^{T} \int_{\mathcal{O}} \rho(t)\left|\partial_{t} v_{1}\right|^{2}  \tag{8.17}\\
& +\frac{\lambda}{2} \sup _{T-\tau \leq t \leq T} \frac{\rho^{\prime}(t)^{2}}{\rho(t)} \int_{T-\tau}^{T} \int_{\mathcal{O}}\left|\partial_{t} v_{1}\right|^{2} d x d t+\frac{1}{2 \lambda} \int_{T-\tau}^{T} \int_{\mathcal{O}} \rho(t)\left|v_{1}\right|^{2} d x d t
\end{align*}
$$

Using then (8.14), which implies that there exists a constant $C_{3}$ such that $\left\|v_{1}\right\|\left\|_{\mathrm{x}} \leq C_{3}\right\| \operatorname{curl} v_{1} \|_{\mathrm{x}}$ (see, e.g., Corollary 3.51 in [324]), by choosing $\lambda$ large enough,

$$
\begin{align*}
& \int_{T-\tau}^{T} \int_{\mathcal{O}} \rho(t)\left|\operatorname{curl} v_{1}\right|^{2} d x d t \leq C\left(\int_{T-\tau}^{T} \int_{\mathcal{O}} \rho(t)\left|\partial_{t} v_{1}\right|^{2} d x d t\right. \\
& \left.+\sup _{T-\tau \leq t \leq T} \frac{\rho^{\prime}(t)^{2}}{\rho(t)} \int_{T-\tau}^{T} \int_{\mathcal{O}}\left|\partial_{t} v_{1}\right|^{2} d x d t\right) \tag{8.18}
\end{align*}
$$

for some constant $C$ that depends only on $\mathcal{O}$.
Next we establish that, for $i=1,2$,

$$
\begin{equation*}
\int_{T-\tau}^{T} \int_{\mathcal{O}} \rho(t)\left(\left|\partial_{t} v_{i}\right|^{2}+\left|\operatorname{curl} v_{i}\right|^{2}\right) d x d t=\|\operatorname{curl} \alpha\|_{\mathbb{x}}^{2} \int_{T-\tau}^{T} \rho(t) d t \tag{8.19}
\end{equation*}
$$

where we use the notation $\operatorname{curl} \alpha=\left(\operatorname{curl} \alpha_{1}, \operatorname{curl} \alpha_{2}\right)^{t r}$.
Adding $\int_{T-\tau}^{T} \int_{\mathcal{O}} \rho(t)\left|\operatorname{curl} v_{1}\right|^{2} d x d t$ to both sides of (8.18), using (8.19), we obtain the inequality

$$
\begin{align*}
& \|\operatorname{curl} \alpha\|_{\mathbb{X}}^{2} \int_{T-\tau}^{T} \rho(s) d s \leq C \int_{T-\tau}^{T} \int_{\mathcal{O}}\left(\rho(t)\left|\partial_{t} v_{1}\right|^{2}+\rho_{1}(\tau, T)\left|\partial_{t} v_{1}\right|^{2}\right) d x d t \\
& \quad+\int_{T-\tau}^{T} \int_{\mathcal{O}} \rho(t)\left|\operatorname{curl} v_{1}\right|^{2} d x d t \leq C \int_{T-\tau}^{T} \int_{\mathcal{O}}\left(\left|\operatorname{curl} v_{1}\right|^{2}+\left|\operatorname{curl} v_{2}\right|^{2}\right) d x d t \tag{8.20}
\end{align*}
$$

where $\rho_{1}(\tau, T):=\sup _{T-\tau \leq t \leq T} \frac{\rho^{\prime}(t)^{2}}{\rho(t)}$, for some constant $C$ that depends on the suprema of the functions $\rho$ and $\frac{\left(\rho^{\prime}\right)^{2}}{\rho}$. In the above we used the fact that
$\left|\partial_{t} v_{1}\right|^{2}=\left|\operatorname{curl} v_{2}\right|^{2}$, as dictated by the Maxwell equations, and we estimated (for $i=1,2$ )

$$
\int_{T-\tau}^{T} \int_{\mathcal{O}} \rho(t)\left|\operatorname{curl} v_{i}\right|^{2} d x d t \leq \sup _{T-\tau \leq t \leq T} \rho(t) \int_{T-\tau}^{T} \int_{\mathcal{O}}\left|\operatorname{curl} v_{i}\right|^{2} d x d t
$$

Combining (8.20) with (8.14), (8.15) gives the desired result for $\rho_{1}(\tau)=$ $\left(\int_{T-\tau}^{T} \rho(s) d s\right)^{-1}$.

REMARK 8.4.3 Let us note that (8.19) is formally deducible from the fact that the energy of the Maxwell system (written as described above in the form (8.13)) is conserved.

Indeed, by multiplying (8.16) by $\varrho(t) \partial_{t} v_{1}$, where $\varrho(t):=\int_{2 T-\tau-t}^{T} \rho(s) d s$, and integrating over $[T-\tau, T] \times \mathcal{O}$, we get $I_{1}+I_{2}=0$, where

$$
\begin{aligned}
I_{1} & =\int_{T-\tau}^{T} \int_{\mathcal{O}} \varrho(t) \partial_{t} v_{1} \partial_{t}^{2} v_{1} d x d t \\
I_{2} & =\int_{T-\tau}^{T} \int_{\mathcal{O}} \varrho(t)\left(\partial_{t} v_{1}\right) \text { curlcurl } v_{1} d x d t
\end{aligned}
$$

Observe that $\varrho(t)$ is such that $\varrho(T-\tau)=0, \varrho(T)=\int_{T-\tau}^{T} \rho(s) d s$ and $\varrho^{\prime}(t)=$ $\rho(t)$. In $I_{1}$, integrate with respect to $t$ by parts, to obtain

$$
\begin{aligned}
I_{1} & =\int_{\mathcal{O}} \varrho(T)\left|\partial_{t} v_{1}\right|_{t=T}^{2} d x-\int_{T-\tau}^{T} \int_{\mathcal{O}} \varrho^{\prime}(t)\left|\partial_{t} v_{1}\right|^{2} d x d t \\
& -\int_{T-\tau}^{T} \int_{\mathcal{O}} \varrho(t) v_{1} \partial_{t}^{2} v_{1} d x d t \\
& =\varrho(T)\left\|\operatorname{curl} \alpha_{2}\right\|_{\mathrm{x}}^{2}-\int_{T-\tau}^{T} \int_{\mathcal{O}} \rho(t)\left|\partial_{t} v_{1}\right|^{2} d x d t-I_{1},
\end{aligned}
$$

since by the Maxwell equations we have $\left|\operatorname{curl} v_{2}\right|^{2}=\left|\partial_{t} v_{1}\right|^{2}$. This gives

$$
I_{1}=\frac{1}{2} \varrho(T)\left\|\operatorname{curl} \alpha_{2}\right\|_{\mathrm{x}}^{2}-\frac{1}{2} \int_{T-\tau}^{T} \int_{\mathcal{O}} \rho(t)\left|\partial_{t} v_{1}\right|^{2} d x d t
$$

In $I_{2}$, integrate by parts with respect to $x$ to obtain

$$
I_{2}=\int_{T-\tau}^{T} \int_{\mathcal{O}} \varrho(t) \partial_{t}\left(\operatorname{curl} v_{1}\right) \operatorname{curl} v_{1} d x d t=\frac{1}{2} \int_{T-\tau}^{T} \varrho(t) \partial_{t}\left(\operatorname{curl} v_{1}\right)\left|\operatorname{curl} v_{1}\right|^{2} d x d t
$$

which is then integrated by parts with respect to $t$ to give

$$
I_{2}=\frac{1}{2} \varrho(T)\left\|\left.\left|\operatorname{curl} \alpha_{1} \|_{\mathrm{x}}-\frac{1}{2} \int_{T-\tau}^{T} \int_{\mathcal{O}} \rho(t)\right| \operatorname{curl} v_{1}\right|^{2} d x d t\right.
$$

Then $I_{1}+I_{2}=0$ gives (8.19).

### 8.4.3 An estimate for the forward problem

Next we consider the forward problem (8.7), where the nonhomogeneous term is $\mathcal{B} v$, with $v$ being the solution of the problem (8.10). We assume that the operator $\mathcal{B}$ is realised as a matrix operator with entries $\mathcal{B}_{i j}, i, j=1,2$.

We use the notation $\Psi=\left(\Psi_{1}, \Psi_{2}\right)^{t r}$ where $\Psi_{i}, i=1,2$ are three-vectors. By differentiating with respect to time once and using the divergence-free property of the fields, this is reduced to a vector wave equation of the form

$$
\begin{align*}
& \partial_{t}^{2} w+\operatorname{curl} \operatorname{curl} w=\mathcal{B}^{\nabla} \partial_{t} v+\mathcal{B}^{\triangle} v,  \tag{8.21}\\
& w(T-\tau)=\partial_{t} w(T-\tau)=0
\end{align*}
$$

where $w=\Psi_{1}, v=\left(v_{1}, v_{2}\right)^{t r}$ is a solution of the backward problem (8.10) and

$$
\begin{align*}
& \mathcal{B}^{\nabla} \partial_{t} v=\left(\mathcal{B}_{22}+\mathcal{B}_{11}\right) \partial_{t} v_{1}+\left(\mathcal{B}_{12}-\mathcal{B}_{21}\right) \partial_{t} v_{2}  \tag{8.22}\\
& \mathcal{B}^{\triangle} v=\operatorname{grad} \mathcal{B}_{21} \times v_{1}+\operatorname{grad} \mathcal{B}_{22} \times v_{2}
\end{align*}
$$

An equivalent formulation in terms of $\Psi_{2}$ is possible with different definitions of the operators $\mathcal{B}^{\nabla}, \mathcal{B}^{\triangle}$.

The following estimate for (8.21) will be needed.
Lemma 8.4.4 Let $w(T)=\left(w_{1}(T), w_{2}(T)\right)^{t r}=: w_{T}=\left(w_{T, 1}, w_{T, 2}\right)^{t r}$. Then

$$
\left\|w_{T}\right\|_{\mathfrak{x}_{M}}^{2} \leq C \int_{T-\tau}^{T} \int_{\mathcal{O}} \sum_{i=1}^{2}\left|\partial_{t} v_{i}\right|^{2} d x d t
$$

Proof. To avoid cumbersome notation, in what follows $C$ is used as a proxy for a constant, the value of which may vary from estimate to estimate. Furthermore, without loss of generality, we assume that $\operatorname{grad} \mathcal{B}_{i j}=0, i, j=1,2$, since otherwise $\mathcal{B}^{\triangle} v$ is subordinate ${ }^{3}$ to $\mathcal{B}^{\nabla} \partial_{t} v$, as long as $\operatorname{grad} \mathcal{B}_{i j}$ is weakly differentiable.

In a similar fashion as for the wave equation (see, e.g., [144]), multiply the equation by $\partial_{t} w$ and integrate over $\mathcal{O}$. This gives

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|\partial_{t} w_{i}\right\|_{\mathrm{x}}^{2}+\frac{1}{2} \frac{d}{d t}\left\|\operatorname{curl} w_{i}\right\|_{\mathrm{x}}^{2}=\int_{\mathcal{O}} \sum_{j=1}^{2} \mathcal{B}_{i j} \partial_{t} v_{j} \partial_{t} w_{i} d x \\
& \leq C\left(\left\|\partial_{t} w_{i}\right\|_{\mathrm{x}}^{2}+\sum_{i=1}^{2}\left\|\partial_{t} v_{i}\right\|_{\mathrm{x}}^{2}\right) \tag{8.23}
\end{align*}
$$

For $i=1,2$, define

$$
v_{i}(t):=\left\|\partial_{t} w_{i}\right\|_{\mathrm{x}}^{2}+\left\|\operatorname{curl} w_{i}\right\|_{x}^{2}
$$

Then (8.23) implies that

$$
v_{i}^{\prime}(t) \leq C\left(v_{i}(t)+\sum_{j=1}^{2}\left\|\partial_{t} v_{j}\right\|_{\mathrm{x}}^{2}\right), \quad T-\tau \leq t \leq T, i=1,2
$$

[^68]and a straightforward application of Gronwall's inequality gives
$$
\sup _{T-\tau \leq t \leq T} v_{i}(t) \leq C \int_{T-\tau}^{T} \sum_{j=1}^{2}\left\|\partial_{t} v_{j}\right\|_{x}^{2} d t
$$

By the definition of $v_{i}(t)$ and the equivalence of the norm $\|w\|_{x_{M}}$ with $\|\operatorname{curl} w\|_{\mathrm{x}}$, we obtain the stated result.

### 8.4.4 Solvability of the operator equation (8.9)

We consider the map $\Lambda: \mathfrak{X}_{\mathrm{M}} \rightarrow \mathfrak{X}_{\mathrm{M}}$ defined by

$$
\alpha \mapsto v \mapsto w \mapsto w(T)=: \Lambda(\alpha),
$$

where $v$ is the solution of the backward equation (8.10) and $w$ is the solution of the forward equation (8.21).

The following property of $\Lambda$ is essential for what follows:
Lemma 8.4.5 There exists an $\alpha^{b}$ such that $\Lambda\left(\alpha^{b}\right)=\mathrm{h}$, for every $\mathrm{h} \in \mathfrak{X}_{\mathrm{M}}$.
Proof. We split the proof into four steps.
STEP 1 First, we observe that the operator $\Lambda: \mathfrak{X}_{M} \rightarrow \mathfrak{X}_{M}$ is a linear operator. This follows easily from the linearity of the adjoint system and the linearity of the forward system.
STEP 2 We next observe that the operator $\Lambda: \mathfrak{X}_{M} \rightarrow \mathfrak{X}_{M}$ is continuous. Indeed, by definition, $\Lambda(\alpha)=w(T)$. By Lemma 8.4.4, concerning the solutions of the forward problem (8.21), we have

$$
\begin{equation*}
\|\Lambda(\alpha)\|_{\mathfrak{x}_{\mathrm{M}}}^{2} \leq \int_{T-\tau}^{T} \int_{\mathcal{O}} \sum_{i=1}^{2}\left|\partial_{t} v_{i}\right|^{2} d x d t \tag{8.24}
\end{equation*}
$$

Working as for the proof of equation (8.19), but choosing $\Psi(t)=t-(T-\tau)$, we obtain for $i=1,2$ the identity

$$
\int_{T-\tau}^{T} \int_{\mathcal{O}}\left(\left|\partial_{t} v_{i}\right|^{2}+\left|\operatorname{curl} v_{i}\right|^{2}\right) d x d t=\tau\|\operatorname{curl} \alpha\|_{\mathbb{X}}^{2},
$$

which gives the estimate

$$
\begin{equation*}
\int_{T-\tau}^{T} \int_{\mathcal{O}}\left|\partial_{t} v\right|^{2} d x d t \leq C\|\alpha\|_{\mathfrak{x}_{\mathrm{M}}}^{2} \tag{8.25}
\end{equation*}
$$

Combining (8.24) and (8.25), we obtain

$$
\|\Lambda(\alpha)\|_{x_{\mathrm{M}}} \leq C\|\alpha\|_{x_{\mathrm{M}}}
$$

which proves the continuity of the operator $\Lambda$.
STEP 3 We now prove the coercivity of $\Lambda$. Multiply the forward equation (8.21) by $\partial_{t} v_{i}, i=1,2$ and integrate over $[T-\tau, T] \times \mathcal{O}$. This gives

$$
\begin{align*}
& \int_{T-\tau}^{T} \int_{\mathcal{O}} \partial_{t}^{2} w_{1} \partial_{t} v_{1} d x d t+\int_{T-\tau}^{T} \int_{\mathcal{O}} \partial_{t} v_{1} \operatorname{curl} \operatorname{curl} w_{1} d x d t=  \tag{8.26}\\
& \mathcal{B}_{11} \int_{T-\tau}^{T} \int_{\mathcal{O}}\left|\partial_{t} v_{1}\right|^{2} d x d t+\mathcal{B}_{12} \int_{T-\tau}^{T} \int_{\mathcal{O}} \partial_{t} v_{1} \partial_{t} v_{2} d x d t
\end{align*}
$$

Integration of the first term on the left-hand side by parts with respect to $t$ gives

$$
\begin{align*}
I_{1} & :=\int_{T-\tau}^{T} \int_{\mathcal{O}} \partial_{t}^{2} w_{1} \partial_{t} v_{1} d x d t \\
& =\int_{\mathcal{O}} \partial_{t} w_{1}(T) \partial_{t} v_{1}(T) d x-\int_{T-\tau}^{T} \int_{\mathcal{O}} \partial_{t}^{2} v_{1} \partial_{t} w_{1} d x d t \tag{8.27}
\end{align*}
$$

The second term on the left-hand side gives

$$
\begin{align*}
I_{2} & :=\int_{T-\tau}^{T} \int_{\mathcal{O}} \partial_{t} v_{1} \operatorname{curl} \operatorname{curl} w_{1} d x d t \\
& =\left.\int_{\mathcal{O}} v_{1} \operatorname{curl} \operatorname{curl} w_{1}\right|_{t=T-\tau} ^{t=T} d x-\int_{T-\tau}^{T} \int_{\mathcal{O}} v_{1} \operatorname{curl} \operatorname{curl} \partial_{t} w_{1} d x d t \\
& =\left.\int_{\mathcal{O}} \operatorname{curl} v_{1} \operatorname{curl} w_{1}\right|_{t=T-\tau} ^{t=T} d x-\int_{T-\tau}^{T} \int_{\mathcal{O}} \operatorname{curlcurl} v_{1} \partial_{t} w_{1} d x d t \\
& =\int_{\mathcal{O}} \operatorname{curl} \alpha_{1} \operatorname{curl} w_{\mathrm{T}, 1} d x-\int_{T-\tau}^{T} \int_{\mathcal{O}} \operatorname{curlcurl} v_{1} \partial_{t} w_{1} d x d t \tag{8.28}
\end{align*}
$$

where we first integrated by parts with respect to $t$ and then integrated by parts with respect to $x$ (once for the first integral and twice for the second).

Combining (8.26)-(8.28) and using the fact the $v_{1}$ solves the adjoint equation (8.10), we obtain

$$
\begin{array}{r}
\int_{\mathcal{O}} \partial_{t} w_{1}(T) \partial_{t} v_{1}(T) d x+\int_{\mathcal{O}} \operatorname{curl} \alpha_{1} \operatorname{curl} w_{\mathrm{T}, 1} d x= \\
\mathcal{B}_{11} \int_{T-\tau}^{T} \int_{\mathcal{O}}\left|\partial_{t} v_{1}\right|^{2} d x d t+\mathcal{B}_{12} \int_{T-\tau}^{T} \int_{\mathcal{O}} \partial_{t} v_{1} \partial_{t} v_{2} d x d t \tag{8.29}
\end{array}
$$

We remark that the first term on the left-hand side of the above relation can be expressed as a linear combination of $\operatorname{curl} \alpha_{1} \operatorname{curl} w_{\mathrm{T}, 1}, \operatorname{curl} \alpha_{2} \operatorname{curl} w_{\mathrm{T}, 2}$, which may be recombined to form the inner product $\left(\alpha, w_{T}\right)_{x_{\mathrm{M}}}$. Indeed, from (8.21), $\partial_{t} w(t=T)$ is equal to a linear combination of $\operatorname{curl} \alpha_{i}, \operatorname{curl} w_{T, i}$ and $v_{i}, \partial_{t} v_{i}, i=1,2$, where $v_{i}$ are the components of $v$. Since $v$ solves (8.13) (which is the equivalent form of (8.10)), by the conservation of the X norm for the solution of (8.13) combined with the conservation of the $X$ norm for the solution of (8.10), we see that the $\mathbb{X}$ norm of $v$ is related to the $\mathbb{X}$ norm of $\alpha$, which in turn is bounded above by the $\mathbb{X}$ norm of curl $\alpha$.

We now integrate the equation for $w_{2}$ by $\partial_{t} v_{2}$ and perform the same steps to obtain

$$
\begin{array}{r}
\int_{\mathcal{O}} \partial_{t} w_{2}(T) \partial_{t} v_{2}(T) d x+\int_{\mathcal{O}} \operatorname{curl} \alpha_{2} \operatorname{curl} w_{\mathrm{T}, 2} d x= \\
\mathcal{B}_{22} \int_{T-\tau}^{T} \int_{\mathcal{O}}\left|\partial_{t} v_{2}\right|^{2} d x d t+\mathcal{B}_{21} \int_{T-\tau}^{T} \int_{\mathcal{O}} \partial_{t} v_{1} \partial_{t} v_{2} d x d t \tag{8.30}
\end{array}
$$

Adding (8.29) and (8.30), we get the following estimate:

$$
\begin{equation*}
\left(\alpha, w_{\mathrm{T}}\right)_{x_{\mathrm{M}}} \geq C \int_{T-\tau}^{T} \int_{\mathcal{O}}\left(\left|\partial_{t} v_{1}\right|^{2}+\left|\partial_{t} v_{1}\right|^{2}\right) d x d t \tag{8.31}
\end{equation*}
$$

The left-hand side of (8.31) can be estimated by the Cauchy-Schwarz inequality by

$$
\begin{equation*}
\left(\alpha, w_{\mathrm{T}}\right)_{x_{\mathrm{M}}} \leq\|\alpha\|_{x_{\mathrm{M}}}\left\|w_{\mathrm{T}}\right\|_{x_{\mathrm{M}}} . \tag{8.32}
\end{equation*}
$$

By the backward uniqueness estimate of Lemma 8.4.2, the right-hand side of (8.31) can be estimated by

$$
\begin{align*}
\int_{T-\tau}^{T} \int_{\mathcal{O}}\left(\left|\partial_{t} v_{1}\right|^{2}+\left|\partial_{t} v_{2}\right|^{2}\right) d x d t & =\int_{T-\tau}^{T} \int_{\mathcal{O}}\left(\left|\operatorname{curlv}_{1}\right|^{2}+\left|\operatorname{curlv}_{2}\right|^{2}\right) d x d t \\
& \geq C\|\alpha\|_{x_{\mathrm{M}}}^{2} \tag{8.33}
\end{align*}
$$

Combining (8.31), (8.32), and (8.33), we obtain

$$
\|\alpha\|_{x_{M}}\left\|w_{\mathrm{T}}\right\|_{\mathfrak{x}_{\mathrm{M}}} \geq C\|\alpha\|_{\mathfrak{x}_{\mathrm{M}}}^{2}
$$

which readily provides the estimate

$$
\begin{equation*}
\left\|w_{\mathrm{T}}\right\|_{x_{\mathrm{M}}}=\|\Lambda(\alpha)\|\left\|_{x_{\mathrm{M}}} \geq C\right\| \alpha \|_{x_{\mathrm{M}}} \tag{8.34}
\end{equation*}
$$

for all $\alpha \in \mathfrak{X}_{\mathrm{M}}$.
STEP 4 The inequality (8.34), along with continuity property, guarantees the invertibility of the operator $\Lambda$, using the standard arguments of the LaxMilgram lemma.

Thus the proof is complete.

### 8.5 CONTROLLABILITY: COMPLEX MEDIA

In this section we prove the exact controllability of the Maxwell equations in complex media using a fixed point argument based on the Schauder fixed point theorem (see Appendix A, Theorem A.9.3). For the required compactness we need a version of the Arzelà-Ascoli theorem (Theorem A.5.2, Appendix A). Let $\mathfrak{X}_{\mathrm{M}}, \mathbb{W}^{1,1}$ be the spaces defined in Section 8.4. We have the following controllability result for the full chiral system.

Theorem 8.5.1 Assume that $u_{0} \in \mathfrak{X}_{\mathrm{M}}$ and that $\mathrm{J}_{A} \in \mathbb{W}^{1,1}$. In addition let $\mathcal{B} \in \mathcal{L}\left(\mathbb{W}^{1,1}, \mathbb{W}^{1,1}\right)$ be invertible. Then the full Maxwell system (8.1) is exactly controllable.

Proof. The idea is based on a fixed point argument similar to that sketched in Section 8.2. Consider the problem

$$
\begin{equation*}
u^{\prime}=\mathrm{M}_{\mathrm{A}} u+\mathrm{G}_{\mathrm{A}} \star z+\mathrm{J}_{\mathrm{A}}+\mathcal{B} v \tag{8.35}
\end{equation*}
$$

Fix $z \in C([0, T] ; \mathbb{X})$. Let $v_{z}(\cdot)$ be the control procedure that drives the system (8.35) from $U_{0}$ at time $t=0$ to $U_{T}$ at time $t=T$. Consider now the problem

$$
\begin{equation*}
u^{\prime}=\mathrm{M}_{\mathrm{A}} u+\mathrm{G}_{\mathrm{A}} \star z+\mathrm{J}_{\mathrm{A}}+\mathcal{B} v_{z} \tag{8.36}
\end{equation*}
$$

with initial condition $u(0)=U_{0}$. By the definition of $v_{z}$ we know that $u(T)=U_{T}$.

Define the map F : $C([0, T] ; \mathbb{X}) \rightarrow C([0, T] ; \mathbb{X})$ by

$$
z \mapsto \mathrm{~F}(z(\cdot)):=u(\cdot),
$$

where $u$ is the solution to (8.36) with initial condition $u(0)=U_{0}$.
The establishment of the existence of a fixed point of F clearly settles the exact controllability of the full (chiral) Maxwell system. We shall prove the existence of a (not necessarily unique) fixed point of $F$ by applying the Schauder fixed point theorem (Theorem A.9.3 in Appendix A).

To this end, we must show that F maps an element of $C([0, T] ; \mathbb{X})$ to a subspace that is compactly embedded in $C([0, T] ; \mathbb{X})$. Since the map F is defined by the solution of (8.36) with initial condition $u(0)=U_{0}$, we resort to the regularity theory for this system. By the regularity properties (see Appendix A, Theorem A.8.14) of the mild solutions of abstract nonhomogeneous equations of the form

$$
u^{\prime}=\mathrm{M}_{\mathrm{A}} u+\mathrm{J}_{\mathrm{A}}^{\square},
$$

for $\mathrm{M}_{\mathrm{A}}: D\left(\mathrm{M}_{\mathrm{A}}\right)=\mathfrak{X}_{\mathrm{M}} \rightarrow \mathbb{X}$, we have that

$$
u \in C\left([0, T] ; \mathfrak{X}_{\mathrm{M}}\right) \cap C^{1}([0, T] ; \mathbb{X})
$$

as long as $U_{0} \in \mathfrak{X}_{\mathrm{M}}$ and $\mathrm{J}_{\mathrm{A}}^{\square} \in \mathbb{W}^{1,1}$. Clearly, if $z \in C([0, T] ; \mathbb{X})$, then $\mathrm{G}_{\mathrm{A}} \star$ $z \in C^{1}([0, T] ; \mathbb{X})$. Since $\mathrm{J}_{\mathrm{A}}^{\mathrm{D}}=\mathrm{J}_{\mathrm{A}}+\mathrm{G}_{\mathrm{A}} \star z+\mathcal{B} v_{z}$, it remains to show that $\mathcal{B} v_{z} \in \mathbb{W}^{1,1}$.

Recall from Section 8.3 that $v_{z}$ is constructed via the following steps:
$\triangleright$ We first solve the problem

$$
\begin{align*}
& V^{\prime}=\mathrm{M}_{\mathrm{A}} V+\mathrm{J}_{\mathrm{A}} \\
& V(0)=U_{0} \tag{8.37}
\end{align*}
$$

By the regularity properties (see Appendix A, Theorem A.8.14) of the mild solutions of abstract inhomogeneous equations, we have that $V \in C\left([0, T] ; \mathfrak{X}_{\mathrm{M}}\right)$, since $U_{0} \in \mathfrak{X}_{\mathrm{M}}$ and $\mathrm{J}_{\mathrm{A}} \in \mathbb{W}^{1,1}$.
$\triangleright$ We solve the operator equation $\Lambda\left(\Phi_{T}^{b}\right)=U_{T}-V(T)$, where $U_{T}$ is the desired final state and $V(T)$ is the solution of the uncontrolled system (8.37) at $t=T$. This operator is invertible in $\mathfrak{X}_{\mathrm{M}}$, thus establishing the existence of a solution $\Phi_{T}^{b} \in \mathfrak{X}_{\mathrm{M}}$.
$\triangleright$ Using the above found $\Phi_{T}^{b}$ as a final condition, we solve the backward (adjoint) system

$$
\begin{array}{r}
-\Phi^{\prime}=\mathrm{M}_{\mathrm{A}}^{*} \Phi  \tag{8.38}\\
\Phi(T)=\Phi_{T}^{b}
\end{array}
$$

Noting that $M_{A}^{*}=-M_{A}$ is the generator of a strongly continuous group, this is equivalent to an initial value problem for the uncontrolled Maxwell equations with initial condition $\Phi_{T}^{b}$; by the same regularity arguments as above, we obtain $\Phi(t) \in C\left([0, T] ; \mathfrak{X}_{\mathrm{M}}\right) \cap C^{1}([0, T] ; \mathbb{X})$.
$\triangleright$ The solution $\Phi$ of (8.38) yields the desired control procedure $v_{z}$.
Therefore, by the assumptions on $\mathcal{B}, \mathcal{B} v_{z} \in C\left([0, T] ; \mathfrak{X}_{\mathrm{M}}\right) \cap C^{1}([0, T] ; \mathbb{X})$, whereby $\mathcal{B} v_{z} \in \mathbb{W}^{1,1}$, as desired. Since the image $\mathcal{F}(z(\cdot))$ of $z(\cdot)$ is the mild solution of (8.35) with control $v$ given by $v_{z}$, in view of the properties of $\mathrm{J}_{\mathrm{A}}^{\square}$ proved in the above steps, $u \in C^{1}([0, T] ; \mathbb{X}) \cap C\left([0, T] ; \mathfrak{X}_{\mathrm{M}}\right)$ and is an equicontinuous family. The characterisation of compact subsets of $C([0, T] ; \mathbb{X})$ can now be performed by the Arzelà-Ascoli theorem, and in particular by its version Theorem A.5.2 (Appendix A), by noting that all its assumptions hold true, in view of the above arguments and by the compact embedding $\mathfrak{X}_{\mathrm{M}} \stackrel{c}{\hookrightarrow} \mathbb{X}$ (see Theorem 3.7.5, or Corollary 3.49 in [324], p. 71). Since the map F is continuous, the Schauder fixed point theorem (Theorem A.9.3, Appendix A) establishes that F admits a fixed point.

REMARK 8.5.2 If the control $v$ were exerted in a part $\mathcal{O}_{0}$ of $\mathcal{O}$ only, then $T$ would have to satisfy $T>T_{\text {cr }}$, where $T_{\text {cr }}$ is a critical time related to the time needed for the field activity in $\mathcal{O}_{0}$ to reach $\mathcal{O} \backslash \mathcal{O}_{0}$. This is due to the finite speed of propagation of the solutions of the Maxwell equations (by analogy with the corresponding property of solutions to the wave equation). This remark also holds for boundary controllability.

### 8.6 MISCELLANEA

### 8.6.1 An abstract approach

The problem of controllability for chiral media may be treated using a general abstract approach. This approach uses the semigroup formulation of the problem. It is inspired by the work of Bensoussan [57].

To make the presentation simpler, we first omit the chiral term, which will be added shortly after.

Consider the control system

$$
\begin{equation*}
u^{\prime}=\mathrm{M}_{\mathrm{A}} u+\mathcal{B} v \tag{8.39}
\end{equation*}
$$

where $\mathcal{B}$ is a "control-to-state" operator. Let us denote by $\mathbb{H}$ the state space of the system and by $\mathbb{V}$ the control space of the system; both are assumed to be Hilbert spaces. Assume that $\mathrm{M}_{\mathrm{A}}: D\left(\mathrm{M}_{\mathrm{A}}\right) \rightarrow \mathbb{H}$ genererates a $C_{0}$ semigroup, $\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(t)$, on $\mathbb{H}$. Assume further that $\mathcal{B} \in \mathcal{L}(\mathbb{V}, \mathbb{H})$.

The mild solution of the system (8.39) can be expressed as

$$
\begin{equation*}
u(t)=\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(t) u_{0}+\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-s) \mathcal{B} v(s) d s \tag{8.40}
\end{equation*}
$$

If we consider controls of the general form

$$
v(t)=\mathcal{B}^{*} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t) \xi
$$

for some $\xi \in \mathbb{H}$, then equation (8.40) becomes

$$
u(t)=\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(t)\left(u_{0}+\mathrm{L}_{\mathrm{co}}(t) \xi\right),
$$

where

$$
\mathrm{L}_{\mathrm{co}}(t):=\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}^{*}(s) \mathcal{B} \mathcal{B}^{*} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(s) d s
$$

is called the controllability operator for the control system (8.39).
Observe that by the special form assumed for the control, $\xi$ uniquely determines the control process $v$. Equation (8.41) thus connects $\xi$ (and therefore the control process) with the state of the system at time $t$. If for some $T>0$ the operator equation

$$
u_{T}=\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(T)\left(u_{0}+\mathrm{L}_{\mathrm{co}}(T) \xi\right)
$$

has a solution $\xi \in \mathbb{H}$, then there exists a control $v(t)$ that can drive the system (8.39) from state $u_{0}$ to state $u_{T}$ in time $T$.

If the operator $\mathrm{L}_{\mathrm{co}}(T)$ were coercive, then an application of the LaxMilgram lemma would automatically yield the required result. However, the coercivity of this operator is attained only if we change the functional setting of the equation.

One sees immediately that as long as an inequality of the form

$$
\begin{equation*}
\left(\mathrm{L}_{\mathrm{co}}(T) \xi, \xi\right) \geq C(\xi, \xi) \tag{8.41}
\end{equation*}
$$

holds (where now we may have to interpret the operator $\mathrm{L}_{\mathrm{co}}(T)$ as an operator between two suitably chosen function spaces $\mathbb{K}_{1}$ and $\mathbb{K}_{2}$ ), then this operator is invertible (by Lax-Milgram-type results). However, recall the definition of the controllability operator. Using this definition, we obtain

$$
\begin{equation*}
\int_{0}^{T}\left(\mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}^{*}(s) \mathcal{B} \mathcal{B}^{*} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(s) \xi, \xi\right) d s=\int_{0}^{T}\left\|\mathcal{B} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(s) \xi\right\| d s \geq C\|\xi\|^{2} \tag{8.42}
\end{equation*}
$$

and since $\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(s) \xi$ can be interpreted as the solution $\phi(s)$ of the uncontrolled system at time $s$, having started at initial state $\xi$, we see that (8.42) is an inequality relating the future states of the system to the initial state, i.e.,

$$
\begin{equation*}
\int_{0}^{T}\|\mathcal{B} \phi(s)\|^{2} d s \geq\|\phi(0)\|^{2} \tag{8.43}
\end{equation*}
$$

Such an inequality is called an observability inequality and is equivalent to the controllability of the system.

The treatment so far is very general, makes minimal or no reference to the nature of the control system, other than the semigroup property, and reduces the controllability issue to verifying condition (8.41) or its equivalent condition (8.41). However, there is no free lunch! Proving an observability inequality is usually the difficult part of a controllability problem and requires detailed study of the specific problem at hand. A possible choice of $\mathbb{H}$ can be $\mathbb{X}$, while for $D\left(\mathrm{M}_{\mathrm{A}}\right)$ we may choose $\mathfrak{X}_{\mathrm{M}}$. To obtain the coercivity result we need to define an appropriate Gelfand triple setting; for a detailed treatment; see [57].

Regarding now the inclusion of the chiral terms: they can be treated in a perturbative manner, akin to the fixed point scheme approach we have
used in this chapter. We compute the controllability operator for the system including the chiral terms. Repeating the above calculations, we see that the controllability operator for the chiral medium $L_{\text {co }}^{c h i}(T)$ assumes the form

$$
\mathrm{L}_{\mathrm{co}}^{\mathrm{chi}}(T)=\mathrm{L}_{\mathrm{co}}(T)+\mathrm{K}^{\mathrm{chi}}(T),
$$

where $\mathrm{K}^{\mathrm{chi}}(T)$ is the operator, including the chirality effects.
An alternative approach would be to use the evolution family for the integrodifferential equation.

### 8.6.2 Boundary controllability

An important extension of the ideas developed in this chapter applies to the case of boundary controllability, i.e., when the control is exerted at the boundary $\partial \mathcal{O}$ of the domain $\mathcal{O}$, or even at a part $\partial \mathcal{O}_{o}$ of it. Boundary controllability problems are often of interest, as in a number of practical applications it is easier to exert a control at the boundary of the domain than in its interior, often in the form of electric currents. Boundary controllability results for the achiral Maxwell system are proved in [140], provided that $T$ is greater than a critical value $T^{*}$ depending on the geometrical properties of the domain $\mathcal{O}$. The main reason for that stems from the fact that the Maxwell equation has wave propagation properties. This dictates that any information from the boundary of the domain has to propagate to the interior of the domain with the wave propagation velocity in the medium. As a result of that, the "communication" between the boundary $\partial \mathcal{O}$ and any point $x \in \mathcal{O}$, has to take place in finite time. The problem for complex media is still open.

### 8.6.3 Optimal control problems

Another class of important problems comprises optimal control problems. In such problems we are not simply interested in steering the control system to a desired final state, we want to do so in the "cheapest" possible way, where the cost is defined in terms of a cost functional, $\mathcal{J}(u, v)$, involving the control and the possible deviation from the desired final state. The theory of optimal control is a well-studied subject for finite- and infinite-dimensional control systems with many important applications. A particular subclass of problems that has been heavily studied in the past consists of linear quadratic control problems. In this class of problems, the control system is a linear evolution equation, whereas the cost functional is a quadratic functional of the general form

$$
\mathcal{J}(u, v)=\int_{0}^{T}\left(\left\|\mathscr{C}_{1} u(t)-U(t)\right\|_{\mathbb{H}}^{2}+\left\|\mathscr{C}_{2} v(t)\right\|_{\mathbb{V}}^{2}\right) d t+\left\|\mathscr{C}_{3}\left(u(T)-U_{T}\right)\right\|_{\mathbb{H}}^{2}
$$

where $\mathbb{H}$ and $\mathbb{V}$ are proxies for the state and the control space of the system, respectively. The operators $\mathscr{C}_{1}, \mathscr{C}_{2}, \mathscr{C}_{3}$ are operators that quantify the relative importance of the intertemporal deviation from a desired path $U(t)$ ending at $U_{T}$, the cost of the control procedure and the deviation from the
desired final state, respectively, in the overall cost functional. An optimal control problem consists of finding $v \in \mathbb{V}$ such that $\mathcal{J}(u, v)$ is minimised.

Problems of this form can be solved using the infinite-dimensional Riccati equation, or generalisations of the Pontryagin maximum principle (see, e.g., [58], [146], [275]). This theory can be extended in a perturbative fashion, via fixed point arguments, to include the effects of the convolution terms; however, that is beyond the scope of the present work.

### 8.6.4 Controllability for time-harmonic fields

Suppose that the electromagnetic fields we are interested in are all timeharmonic of a given frequency $\varpi$. We consider $\digamma$ to be an electric current that acts on a subset $\Gamma_{0}$ of the boundary $\partial \mathcal{O}$. This electric current is considered a control and is chosen in such a way as to drive the system to a desired state. The problem we have to treat then consists of the following equations in $\mathcal{O}$ :

$$
\begin{aligned}
& i \varepsilon \varpi(E+\beta \operatorname{curl} E)+\operatorname{curl} H=0, \\
& i \mu \varpi(H+\beta \operatorname{curl} H)-\operatorname{curl} E=0,
\end{aligned}
$$

with boundary conditions

$$
\begin{array}{r}
H \times n=\digamma, \text { on } \Gamma_{0}, \\
H \times n=0, \text { on } \partial \mathcal{O} \backslash \Gamma_{0} .
\end{array}
$$

Recall that $L_{t}^{2}\left(\partial \mathcal{O} \backslash \Gamma_{0}\right)$ is the space of tangential fields that vanish on $\Gamma_{0}$. In [117] the following result concerning controllability of the time-harmonic system is proved.

Theorem 8.6.1 There exists an open dense subset $\mathfrak{I}$ of $\mathbb{R}^{+}$such that if $\varepsilon, \mu, \varpi$ satisfy $\frac{1}{\varepsilon \mu \varpi^{2}} \in \mathfrak{I}$, then, as $\digamma \in L_{t}^{2}\left(\Gamma_{0}\right)$ varies, the set of $\operatorname{curl} H$ restricted to $\partial \mathcal{O} \backslash \Gamma_{0}$ is dense in $L_{t}^{2}\left(\partial \mathcal{O} \backslash \Gamma_{0}\right)$, for sufficiently small $\beta>0$.

This theorem provides an interesting approximate controllability result for time-harmonic fields in chiral media. One may interpret the density of the set of $\operatorname{curl} H$ in $L_{t}^{2}\left(\partial \mathcal{O} \backslash \Gamma_{0}\right)$, as $\digamma$ varies, as follows: it is possible to choose $\digamma$ so as to bring curl $H$ as close as we wish to a chosen field in $L_{t}^{2}\left(\partial \mathcal{O} \backslash \Gamma_{0}\right)$; therefore, we may choose the boundary control to drive the state of the system as close as we wish to a given state.

## Chapter Nine

## Homogenisation

### 9.1 INTRODUCTION

Composite materials containing finely mixed constituent parts, possibly exhibiting a well-defined structure, are encountered almost everywhere, either in natural forms or as fabricated materials (e.g., bones, wood, metals, rocks, polycrystalline materials, or concrete, carbon fibres, ceramics, foams, etc., respectively; see, e.g., [322]). They are designed to display desirable properties that may not be exhibited by homogeneous media. Complex electromagnetic media are often composite materials.

The evolution of physical phenomena in composite materials may be modelled using boundary value problems with a periodic structure. This periodic structure leads to complications in both the analytic and the numerical treatment of these problems, especially if the period of the structure is small compared to the size of the region in which the system is to be studied. In such cases an asymptotic analysis is often useful in obtaining a simpler, average description of the phenomenon that models the bulk properties of the material. If we define a parameter $\epsilon=\frac{\ell_{m}}{\ell_{M}}$ as the ratio of the characteristic length scales $\ell_{m}$ and $\ell_{M}$ of the microstructure and the size of the material, respectively, then the asymptotic description is valid in the limit as $\epsilon \rightarrow 0$. This asymptotic theory, which started in terms of formal asymptotic expansions and gradually developed into a well-founded rigorous mathematical theory, is called homogenisation theory and aims at establishing the macroscopic behaviour of such systems. This is effected by proving that in the limit as, $\epsilon \rightarrow 0$, the phenomenon may be modelled in terms of a boundary value problem, often similar in form to the original problem but with constant coefficients rather than variable (periodic) ones. This means that the inhomogeneous material is replaced by a homogeneous fictitious one (the "homogenised" material) whose global characteristics are a good approximation of the initial ones.

The theoretical background of homogenisation has developed considerably since the first results were reported by Spagnolo [391] in the early 1960s, using the method of $G$-convergence. Later, the methods of $\Gamma$-convergence and $H$-convergence were introduced by De Giorgi and Franzoni (see [119], [129], [130], [333]), and Tartar [404], respectively. Murat [329] and Tartar [403] introduced the compensated compactness theorem (or div-curl lemma) which is a powerful tool with which to prove convergence; representative of the mathematical work on homogenisation are the monographs [59], [97], [216],
[375]; see also [405] for optimisation problems leading to homogenisation questions. See also [331], [332], [375], [407], [421].

Within the electromagnetic community, homogenisation of composites has a huge literature - see [381] and references therein - the major part of which is devoted to dielectrics. The literature on bianisotropic composites is much smaller. Among the recent developments are the work on Maxwell Garnett and Bruggeman formalisms for different classes of bianisotropic inclusions (see [317], [382] and the references therein) and work on the strong property fluctuation theory for bianisotropic composites (see [296], [317] and the references therein). See also [274], [296], [297], [316].

We work in the time domain and consider dissipative bianisotropic media along the lines of [51] and [395]. For the corresponding problem for isotropic media, see [18], [302], [374], [425] and the references therein.

The structure of this chapter is as follows. In Section 9.2 we formulate our model and the homogenisation problem for a complex electromagnetic medium. In Section 9.3 we present a formal two-scale expansion that motivates our approach and allows us to predict the form of the homogenised system. In Section 9.4 we provide a rigorous approach to the homogenisation problem for media in the optical response region, which is then generalised in Section 9.5 for dispersive media. The convergence of the evolution equations for the fields in periodic media to those for a homogenised medium is proved and the coefficients of the homogenised medium are identified in terms of auxiliary elliptic problems. Finally, in Section 9.6 we collect some general comments and alternative approaches to the homogenisation problem.

### 9.2 FORMULATION

Let $\mathcal{O}$ be a domain in $\mathbb{R}^{3}$, filled by a complex electromagnetic medium modelled by constitutive relations of the general form (2.12),

$$
\begin{equation*}
\mathrm{d}=\mathrm{A}_{\mathrm{or}} u+\mathrm{G}_{\mathrm{d}} \star u \tag{9.1}
\end{equation*}
$$

where now the material is spatially inhomogeneous, i.e., $\mathrm{A}_{\text {or }}=\mathrm{A}_{\text {or }}(x), \mathrm{G}_{\mathrm{d}}=$ $\mathrm{G}_{\mathrm{d}}(x)$. The evolution of the field $u=\left(u_{1}, u_{2}\right)^{t r}$ in $\mathcal{O}$ is governed by the Maxwell equations, which can be expressed in six-vector notation as

$$
\begin{equation*}
\left(\mathrm{A}_{\mathrm{or}} u+\mathrm{G}_{\mathrm{d}} \star u\right)^{\prime}=\mathrm{M} u+j, \tag{9.2}
\end{equation*}
$$

which without loss of generality ${ }^{1}$ is complemented with the initial condition,

$$
\begin{equation*}
u=0, x \in \mathcal{O}, t=0 \tag{9.3}
\end{equation*}
$$

and the perfect conductor boundary condition,

$$
\begin{equation*}
n \times u_{1}=0, t>0, x \in \partial \mathcal{O} \tag{9.4}
\end{equation*}
$$

where $n$ is the outward unit normal on $\partial \mathcal{O}$.
We now assume a special type of spatial inhomogeneity for the medium;

[^69]Assumption 9.2.1 The medium exhibits small-scale periodicity, i.e.,

$$
\begin{align*}
\mathrm{A}_{\mathrm{or}} & =\mathrm{A}_{\mathrm{or}}^{\epsilon}(x)=\mathrm{A}_{\mathrm{or}}^{\text {per }}\left(\frac{x}{\epsilon}\right),  \tag{9.5}\\
\mathrm{G}_{\mathrm{d}} & =\mathrm{G}_{\mathrm{d}}^{\epsilon}(x)=\mathrm{G}_{\mathrm{d}}^{\text {per }}\left(\frac{x}{\epsilon}\right),
\end{align*}
$$

where $A_{\mathrm{or}}^{\text {per }}(\cdot), \mathrm{G}_{\mathrm{d}}^{\text {per }}(\cdot)$ are periodic matrix-valued functions on the set (parallelepided) $Y=\left[0, \ell_{1}\right] \times\left[0, \ell_{2}\right] \times\left[0, \ell_{3}\right] \subset \mathbb{R}^{3}$ and $0<\epsilon \ll 1$.

Remark 9.2.2 Without loss of generality we may assume $\ell_{1}=\ell_{2}=\ell_{3}$, so that $Y$ is a cube. The set $Y$ may be considered the fundamental cell of the medium; the whole medium structure can be generated by repeating the structure in $Y$ using translations.

Remark 9.2.3 In what follows, to ease notation, we will often drop the superscript per from $\mathrm{A}_{\text {or }}^{\text {per }}$ and $\mathrm{G}_{\mathrm{d}}^{\text {per }}$ and use the notation $\mathrm{A}_{\text {or }}^{\epsilon}(x)=\mathrm{A}_{\text {or }}\left(\frac{x}{\epsilon}\right)$ and $\mathrm{G}_{\mathrm{d}}^{\epsilon}(x)=\mathrm{G}_{\mathrm{d}}\left(\frac{x}{\epsilon}\right)$ instead.

We will also need the following definition.
Definition 9.2.4 If $a: Y \rightarrow \mathbb{R}$ is a periodic function, then the periodic averaging operator is defined by

$$
\langle a\rangle:=\frac{1}{|Y|} \int_{Y} a(y) d y
$$

where $|Y|$ is the Lebesgue measure ${ }^{2}$ of $Y$.
To be able to model the small-scale periodic microstructure, we must let $\epsilon$ vary over a range of arbitrarily small values. Since $A_{\text {or }}^{\text {per }}(x)$ is periodic with period $Y$, it follows that $\mathrm{A}_{\text {or }}^{\text {per }}\left(\frac{x}{\epsilon}\right)$ is periodic with period $\epsilon Y$. We are therefore led to a sequence of boundary value problems,

$$
\begin{equation*}
\left(\mathrm{A}_{\mathrm{or}}^{\epsilon} u^{\epsilon}+\mathrm{G}_{\mathrm{d}}^{\epsilon} \star u^{\epsilon}\right)^{\prime}=\mathrm{M} u^{\epsilon}+j \tag{9.6}
\end{equation*}
$$

with initial condition $u^{\epsilon}=0$, and the perfect conductor boundary condition

$$
\begin{equation*}
n \times u_{1}^{\epsilon}=0, \text { on } \mathcal{O} \tag{9.7}
\end{equation*}
$$

The explicit $t$ and $x$ dependence is omitted for simplicity.
The solution of the above sequence of boundary value problems exists for all $\epsilon>0$ (by Theorem 9.2.5). This generates a sequence of functions $u^{\epsilon}=u^{\epsilon}(x, t)$.

Theorem 9.2.5 (Existence and uniform bounds) Assume that $j$ is locally Hölder continuous, and further that $j \in L^{1}([0, T], \mathbb{X})$. Then the Maxwell system (9.6)-(9.7) has a unique solution $u^{\epsilon}=\left(u_{1}^{\epsilon}, u_{2}^{\epsilon}\right)^{t r}=\left(E^{\epsilon}, H^{\epsilon}\right)^{t r}$ in $C([0, T], \mathbb{X})$ satisfying the uniform bounds $\left\|u^{\epsilon}(t)\right\|_{\mathbb{X}}<C, \epsilon>0$.

[^70]Proof. The claim follows either by minor adjustments of the results of Section 7.4 (using semigroup theory) or by minor modifications of the FaedoGalerkin approach of Section 7.5.2.

The question of interest to homogenisation theory is what happens in the limit of very small-scale microstructures. This corresponds to considering the limit as $\epsilon \rightarrow 0$ in the above mathematical formulation, which in turn corresponds to considering boundary value problems with very rapidly oscillating coefficients and solutions. The presence of fast oscillations requires special attention to the concept of limit that should be adopted, as in general, sequences of fast oscillating functions fail to be convergent, as a whole or even up to subsequences, in the usual (strong) sense. One can escape this situation by "smoothing out" the fast oscillations, achieved by multiplying by suitable test functions, integrating, and then taking the limit. This convergence corresponds to the notion of weak convergence. For certain classes of sequences of functions, even the notion of weak convergence is not adequate; one has to employ the notion of weak-* convergence (see Appendix C). The situation becomes even more complicated if one considers derivatives of such functions.

Remark 9.2.6 The standard notations " $\downarrow$ " and " $\stackrel{*}{*}$ for weak and weak-* convergence, respectively, will be used in what follows.

The following example (see, e.g., [97]) is illustrative.
Example 9.2.7 Consider the sequence of functions $f^{\epsilon}(x)=\sin \left(\frac{x}{\epsilon}\right)$. In the limit as $\epsilon \rightarrow 0$, these functions present fast oscillations, which may provide a model for the material microstructure. However, the $\operatorname{limit}_{\lim }^{\epsilon \rightarrow 0}{ }^{\epsilon}(x)$ is not defined at almost any point. On the other hand, one can see easily that the sequence $f^{\epsilon} \rightharpoonup 0$, in $L^{2}([-\ell, \ell])$ for any $\ell>0$, but not strongly!

Suppose now that in the limit as $\epsilon \rightarrow 0$, the sequence $u^{\epsilon}(x, t)$ converges to a limit, $u^{*}=u^{*}(x, t)$, in some weak sense. Can this limit $u^{*}$ be considered an electromagnetic field that is physically acceptable? In other words, is there a (fictitious) homogeneous (in space) material, modelled by a constitutive relation

$$
\mathrm{d}^{*}=\mathrm{A}_{\mathrm{or}}^{h} u^{*}+\mathrm{G}_{\mathrm{d}}^{h} \star u^{*},
$$

with $\mathrm{A}_{\mathrm{or}}^{h}, \mathrm{G}_{\mathrm{d}}^{h}$ matrices with spatially independent coefficients, such that the limit $u^{*}$ of the sequence of fields $u^{\epsilon}$ satisfies the Maxwell equation

$$
\left(\mathrm{A}_{\mathrm{or}}^{h} u^{*}+\mathrm{G}_{\mathrm{d}}^{h} \star u^{*}\right)^{\prime}=\mathrm{M} u^{*}+j,
$$

equipped with some appropriate initial and boundary conditions? If the answer to this question is positive, then the remaining tasks are (a) to identify the homogenised coefficients $\mathrm{A}_{\mathrm{or}}^{h}$, $\mathrm{G}_{\mathrm{d}}^{h}$ in terms of the parameters of the original medium $\mathrm{A}_{\text {or }}^{\epsilon}$, $\mathrm{G}_{\mathrm{d}}^{\epsilon}$ and (b) to identify the initial and boundary conditions for the homogenised problem. None of these tasks is simple. Concerning
the former, we need to provide an averaging procedure that will lead to the homogenised medium parameters; this is not simply a straightforward averaging of the original medium coefficients (see Remark 9.2.8) but requires averaging over properly selected periodic "weight" functions that may be obtained as the solution of auxiliary periodic problems called the cell problems. Regarding the latter, the homogenised problem may have to be solved using modified initial or boundary conditions obtained from those of the original problem, once more using some kind of weighted averaging in terms of the solutions of the cell problems.

The physical intuition behind the above procedure is the following: the fine microstructure of the medium is not "felt" by the electromagnetic field created by an external excitation. The field "feels" a simpler medium that is spatially independent, the homogenised medium. This allows a simplified and more efficient approximate description of the material.

Remark 9.2.8 At this point, let us recall that if $\phi: Y \subset \mathbb{R}^{3} \rightarrow \mathbb{R}$ is periodic and $\phi^{\epsilon}(x)=\phi(x / \epsilon)$, then

$$
\phi_{\epsilon} \rightharpoonup\langle\phi\rangle \quad \text { in } L^{p}\left(\mathcal{O}_{0}\right), \quad 1<p<+\infty
$$

for all bounded $\mathcal{O}_{0} \subset \mathbb{R}^{3}$. In this respect it is remarkable (and against intuition) that the homogeneous susceptibility matrices $\mathrm{A}_{\mathrm{or}}^{h}$ and $\mathrm{G}_{\mathrm{d}}^{h}(t)$ are in fact not obtained by simply averaging the functions $\mathrm{A}_{\text {or }}(y)$ and $\mathrm{G}_{\mathrm{d}}(y, t)$ over $Y$. A very nice intuitive example of this surprising fact is furnished by the simple one-dimensional heat equation $\partial_{t} u^{\epsilon}=\partial_{x}\left(a\left(\frac{x}{\epsilon}\right) \partial_{x} u^{\epsilon}\right)$, where $a:[0, \ell] \rightarrow \mathbb{R}$ is a periodic function of period $\ell$. In this case, one may show explicitly that the sequence of functions $\left\{u^{\epsilon}\right\}$ converges weakly to a function $u^{*}$, which solves the constant coefficient heat equation $\partial_{t} u^{*}=\partial_{x}\left(a^{h} \partial_{x} u^{*}\right)$, but $a^{h} \neq\langle a\rangle$. The proper constant is instead given by $a^{h}=\left\langle a^{-1}\right\rangle$. This remark shows that special care should be taken when trying to define the parameters of the homogenised medium.

### 9.3 A FORMAL TWO-SCALE EXPANSION

To provide some insight concerning the structure of the homogenised system for the Maxwell equations in a periodic medium we give some formal arguments using a two-scale expansion. As we shall see, this expansion will give us an idea of what the coefficients of the homogenised system should look like, thus facilitating the rigorous treatment that will follow.

To make the exposition more clear, we abandon the six-vector notation and work in terms of the electromagnetic fields $\left(E^{\epsilon}, H^{\epsilon}\right)$. After taking the Laplace transform ${ }^{3}$ of the Maxwell equations (with respect to $t$ ), and dropping the explicit dependence on the Laplace variable $p$ for simplicity of no-

[^71]tation, we obtain
\[

$$
\begin{align*}
\operatorname{curl} \widehat{H}^{\epsilon} & =p\left(\varepsilon_{\mathfrak{z}}^{\epsilon} \widehat{E}^{\epsilon}+\xi_{\mathfrak{z}}^{\epsilon} \widehat{H}^{\epsilon}\right)+\widehat{J}  \tag{9.8}\\
-\operatorname{curl} \widehat{E}^{\epsilon} & =p\left(\mu_{\mathfrak{s}}^{\epsilon} \widehat{H}^{\epsilon}+\zeta_{\mathfrak{L}}^{\epsilon} \widehat{E}^{\epsilon}\right)
\end{align*}
$$
\]

where ${ }^{4} \varepsilon_{\mathfrak{s}}^{\epsilon}, \xi_{\mathfrak{L}}^{\epsilon}, \mu_{\mathfrak{s}}^{\epsilon}, \zeta_{\mathfrak{N}}^{\epsilon}$ are the Laplace transforms of the matrices composing $\mathrm{A}_{\text {or }}^{\epsilon}(x)+\mathrm{G}_{\mathrm{d}}^{\epsilon}(x, t)$.

We now assume that the fields have an expansion in power series in terms of the small coefficient $\epsilon$ of the form

$$
\begin{aligned}
\widehat{E}^{\epsilon}(x) & =\widehat{E}^{(0)}(x)+\epsilon \widehat{E}^{(1)}(x)+\epsilon^{2} \widehat{E}^{(2)}(x)+\cdots \\
\widehat{H}^{\epsilon}(x) & =\widehat{H}^{(0)}(x)+\epsilon \widehat{H}^{(1)}(x)+\epsilon^{2} \widehat{H}^{(2)}(x)+\cdots
\end{aligned}
$$

Because of the special choice for the structure of the medium coefficients, as expressed in equation (9.5), the functions $\widehat{E}^{(j)}(x), \widehat{H}^{(j)}(x)$ will be of the form

$$
\widehat{E}^{(j)}(x)=\widehat{E}^{(j)}\left(x, \frac{x}{\epsilon}\right), \widehat{H}^{(j)}(x)=\widehat{H}^{(j)}\left(x, \frac{x}{\epsilon}\right)
$$

so that we may consider them functions of two variables $x$ and $y=\frac{x}{\epsilon}$, which hereafter are considered independent variables. Because of the periodicity of the fields, the functions $\operatorname{grad}_{y} \widehat{E}^{(j)}(x, y), \operatorname{grad}_{y} \widehat{H}^{(j)}(x, y)$ will be periodic in $y$.

Using this two-scale expansion, we see that the curl operator becomes

$$
\operatorname{curl} u=\operatorname{curl}_{x} u+\frac{1}{\epsilon} \operatorname{curl}_{y} u,
$$

so when acting on $\widehat{E}, \widehat{H}$ and using the power series expansion we obtain to order $\epsilon^{-1}$ that

$$
\begin{equation*}
\operatorname{curl}_{y} \widehat{E}^{(0)}=0, \operatorname{curl}_{y} \widehat{H}^{(0)}=0 \tag{9.9}
\end{equation*}
$$

a fact that implies the existence of two scalar functions, $\Psi_{1}(x, y), \Psi_{2}(x, y)$, such that

$$
\begin{align*}
& \widehat{E}^{(0)}(x, y)=\widehat{E^{\bowtie}}(x)+\operatorname{grad}_{y} \Psi_{1}(x, y), \\
& \widehat{H}^{(0)}(x, y)=\widehat{H^{\bowtie}}(x)+\operatorname{grad}_{y} \Psi_{2}(x, y) . \tag{9.10}
\end{align*}
$$

Combining this with the chosen boundary conditions and the periodicity arguments, we see that when averaging over the small-scale dependence, we obtain

$$
\left\langle\widehat{E}^{(0)}(x, y)\right\rangle=\widehat{E^{\bowtie}}(x),\left\langle\widehat{H}^{(0)}(x, y)\right\rangle=\widehat{H^{\bowtie}}(x) .
$$

We now proceed to the next order $O\left(\epsilon^{0}\right)$. This gives the equations

$$
\begin{align*}
& +\operatorname{curl}_{y} \widehat{H}^{(1)}=p\left(\varepsilon_{\mathfrak{s}} \widehat{E}^{(0)}+\xi_{\mathfrak{s}} \widehat{H}^{(0)}\right)-\operatorname{curl}_{x} \widehat{H}^{(0)} \\
& -\operatorname{curl}_{y} \widehat{E}^{(1)}=p\left(\mu_{\mathfrak{N}} \widehat{H}^{(0)}+\zeta_{\mathfrak{N}} \widehat{E}^{(0)}\right)+\operatorname{curl}_{x} \widehat{E}^{(0)} \tag{9.11}
\end{align*}
$$

[^72]We substitute (9.10) into (9.11) and then take the divergence of (9.11) with respect to $y$. Noting that

$$
\begin{aligned}
& \operatorname{div}_{y} \operatorname{curl}_{x} \widehat{E}^{(0)}=\operatorname{div}_{y} \operatorname{curl}_{x} \widehat{E^{\bowtie}}(x)+\operatorname{div}_{y} \operatorname{curl}_{x} \operatorname{grad}_{y} \Psi_{1}, \\
& \operatorname{div}_{y} \operatorname{curl}_{x} \widehat{H}^{(0)}=\operatorname{div}_{y} \operatorname{curl}_{x} \widehat{H^{\bowtie}}(x)+\operatorname{div}_{y} \operatorname{curl}_{x} \operatorname{grad}_{y} \Psi_{2},
\end{aligned}
$$

and since $\operatorname{div}_{y} \operatorname{curl}_{x} \Psi_{i}=0, i=1,2$, this gives a consistency condition for the scalar functions $\Psi_{1}(x, y), \Psi_{2}(x, y)$ in terms of the elliptic system
$0=\operatorname{div}_{y}\left(\varepsilon_{\mathfrak{s}} \operatorname{grad}_{y} \Psi_{1}\right)+\operatorname{div}_{y}\left(\xi_{\mathfrak{s}} \operatorname{grad}_{y} \Psi_{2}\right)+\operatorname{div}_{y}\left(\varepsilon_{\mathfrak{s}} \widehat{E^{\bowtie}}(x)\right)+\operatorname{div}_{y}\left(\xi_{\mathfrak{x}} \widehat{H^{\bowtie}}(x)\right)$,
$0=\operatorname{div}_{y}\left(\zeta_{\mathfrak{s}} \operatorname{grad}_{y} \Psi_{1}\right)+\operatorname{div}_{y}\left(\mu_{\mathfrak{N}} \operatorname{grad}_{y} \Psi_{2}\right)+\operatorname{div}_{y}\left(\zeta_{\mathfrak{s}} \widehat{E^{\bowtie}}(x)\right)+\operatorname{div}_{y}\left(\mu_{\mathfrak{\mathfrak { R }}} \widehat{H^{\bowtie}}(x)\right)$,
where the solution $\left(\Psi_{1}, \Psi_{2}\right)$ is considered to be periodic in $y$.
The solvability of this system can be guaranteed by the Lax-Milgram lemma. The solution of the system can be written in the form

$$
\begin{align*}
& \Psi_{1}(x, y)=\Lambda^{(1)}(y) \cdot \widehat{E^{\bowtie}}(x)+\Lambda^{(2)}(y) \cdot \widehat{H^{\bowtie}}(x),  \tag{9.13}\\
& \Psi_{2}(x, y)=\Lambda^{(3)}(y) \cdot \widehat{E^{\bowtie}}(x)+\Lambda^{(4)}(y) \cdot \widehat{H^{\bowtie}}(x),
\end{align*}
$$

where $\Lambda^{(i)}(y)=\left(\Lambda_{1}^{(i)}, \Lambda_{2}^{(i)}, \Lambda_{3}^{(i)}\right), i=1,2,3,4$, are three-vectors.
Remark 9.3.1 Let $\mathfrak{s}$ be a proxy for a $3 \times 3$ matrix. We use the notation $\mathfrak{s}_{\sharp, m}$ for the $m$ th column and $\mathfrak{s}_{k, \sharp}$ for the $k$ th row of the matrix $\mathfrak{s}$, respectively.

Substituting the ansatz (9.13) into (9.12) and separating terms that are proportional to $\widehat{E^{\bowtie}}(x)$ and to $\widehat{H^{\bowtie}}(x)$, we obtain that the components of $\Lambda^{(i)}$, $i=1,3$, solve the following system:

$$
\begin{align*}
& 0=\operatorname{div}_{y}\left(\left(\varepsilon_{\mathfrak{s}}\right)_{\sharp, j}\right)+\operatorname{div}_{y}\left(\varepsilon_{\mathfrak{s}} \operatorname{grad}_{y} \Lambda_{j}^{(1)}\right)+\operatorname{div}_{y}\left(\xi_{\mathfrak{s}} \operatorname{grad}_{y} \Lambda_{j}^{(3)}\right), \\
& 0=\operatorname{div}_{y}\left(\left(\zeta_{\mathfrak{x}}\right)_{\sharp, j}\right)+\operatorname{div}_{y}\left(\zeta_{\mathfrak{x}} \operatorname{grad}_{y} \Lambda_{j}^{(1)}\right)+\operatorname{div}_{y}\left(\mu_{\mathfrak{s}} \operatorname{grad}_{y} \Lambda_{j}^{(3)}\right), \tag{9.14}
\end{align*}
$$

for $j=1,2,3$, and the components of $\Lambda^{(i)}, i=2,4$, solve the following system:

$$
\begin{align*}
& 0=\operatorname{div}_{y}\left(\left(\xi_{\mathfrak{s}}\right)_{\sharp, j}\right)+\operatorname{div}_{y}\left(\varepsilon_{\mathfrak{s}} \operatorname{grad}_{y} \Lambda_{j}^{(1)}\right)+\operatorname{div}_{y}\left(\xi_{\mathfrak{s}} \operatorname{grad}_{y} \Lambda_{j}^{(3)}\right),  \tag{9.15}\\
& 0=\operatorname{div}_{y}\left(\left(\mu_{\mathfrak{s}}\right)_{\sharp, j}\right)+\operatorname{div}_{y}\left(\zeta_{\mathfrak{s}} \operatorname{grad}_{y} \Lambda_{j}^{(1)}\right)+\operatorname{div}_{y}\left(\mu_{\mathfrak{s}} \operatorname{grad}_{y} \Lambda_{j}^{(3)}\right),
\end{align*}
$$

for $j=1,2,3$. The equations (9.14) and (9.15) are elliptic systems that by the Lax-Milgram lemma are well posed, yielding unique solutions for $\Lambda^{(i)}$, $i=1,2,3,4$, when considered periodic functions in $y$, with zero mean.

We now average (9.11) with respect to the $y$ variable (the fast scale). In view of (9.9), we note that the terms containing the curls with respect to $y$ give a zero contribution in the average because of periodicity. The remaining terms yield

$$
\begin{aligned}
\operatorname{curl}_{x} \widehat{H^{\bowtie}}(x) & =p\left(\varepsilon_{\mathfrak{z}}^{h} \widehat{E^{\bowtie}}(x)+\xi_{\mathfrak{z}}^{h} \widehat{H^{\bowtie}}(x)\right), \\
-\operatorname{curl}_{x} \widehat{E^{\bowtie}}(x) & =p\left(\zeta_{\mathfrak{s}}^{h} \widehat{E^{\bowtie}}(x)+\mu_{\mathfrak{s}}^{h} \widehat{H^{\bowtie}}(x)\right),
\end{aligned}
$$

for constant matrices $\varepsilon_{\mathfrak{z}}^{h}, \xi_{\mathfrak{x}}^{h}, \zeta_{\mathfrak{z}}^{h}, \mu_{\mathfrak{z}}^{h}$ given by

$$
\begin{align*}
& \varepsilon_{\mathfrak{z}}^{h}:=\left\langle\varepsilon_{\mathfrak{n}}+\varepsilon_{\mathfrak{n}} \operatorname{grad}_{y} \Lambda^{(1)}+\xi_{\mathfrak{n}} \operatorname{grad}_{y} \Lambda^{(3)}\right\rangle, \\
& \xi_{\mathfrak{x}}^{h}:=\left\langle\xi_{\mathfrak{n}}+\varepsilon_{\mathfrak{n}} \operatorname{grad}_{y} \Lambda^{(2)}+\xi_{\mathfrak{x}} \operatorname{grad}_{y} \Lambda^{(4)}\right\rangle,  \tag{9.16}\\
& \zeta_{\mathfrak{z}}^{h}:=\left\langle\zeta_{\mathfrak{L}}+\zeta_{\mathfrak{z}} \operatorname{grad}_{y} \Lambda^{(1)}+\mu_{\mathfrak{s}} \operatorname{grad}_{y} \Lambda^{(3)}\right\rangle, \\
& \mu_{\mathfrak{s}}^{h}:=\left\langle\mu_{\mathfrak{s}}+\zeta_{\mathfrak{z}} \operatorname{grad}_{y} \Lambda^{(2)}+\mu_{\mathfrak{s}} \operatorname{grad}_{y} \Lambda^{(4)}\right\rangle,
\end{align*}
$$

where by $\operatorname{grad}_{y} \Lambda^{(k)}, k=1,2,3,4$, we denote the $3 \times 3$ matrix

$$
\operatorname{grad}_{y} \Lambda^{(k)}=\left(\begin{array}{ccc}
\partial_{y_{1}} \Lambda_{1}^{(k)} & \partial_{y_{1}} \Lambda_{2}^{(k)} & \partial_{y_{1}} \Lambda_{3}^{(k)} \\
\partial_{y_{2}} \Lambda_{1}^{(k)} & \partial_{y_{2}} \Lambda_{2}^{(k)} & \partial_{y_{2}} \Lambda_{3}^{(k)} \\
\partial_{y_{3}} \Lambda_{1}^{(k)} & \partial_{y_{3}} \Lambda_{2}^{(k)} & \partial_{y_{3}} \Lambda_{3}^{(k)}
\end{array}\right)
$$

Observe that (9.16) corresponds to the Laplace transform of the Maxwell equation for the average fields $\widehat{E^{\bowtie}}(x), \widehat{H^{\bowtie}}(x)$. The Laplace transform of the corresponding constitutive relations is given as a multiplicative linear relation in terms of the constant matrices $\varepsilon^{h}, \xi^{h}, \zeta^{h}, \mu^{h}$ that when transformed back to the time domain, becomes a convolution-type linear operator with spatially independent coefficients. This is the form of the homogenised system whose coefficients are obtained as in (9.16) through averaging of the original coefficients multiplied by solutions of the cell equations (9.14)-(9.15).

Remark 9.3.2 The above scheme for obtaining the homogenised system, useful and insightful as it may be, is nothing but a formal argument based on a simple power series expansion of the Maxwell equations and their solutions. It should be treated with caution, since there is no way for its validity to be checked unless a rigorous mathematical theory is formulated. There are many instances in which this formal argument may break down. First, the basic assumption that the solution of the Maxwell system $\left(E^{\epsilon}, H^{\epsilon}\right)$ is expandable in a power series in $\epsilon$ has to be checked by a rigorous analysis of the full Maxwell system. Second, the argument is based on the series expansion, with only the first two terms in the series kept. Therefore, the homogenisation result obtained by this formal expansion is valid only if the remaining terms in the series that have been discarded are really negligible. This cannot be based simply on the observation that they are multiplied by terms of order $\epsilon^{2}$, because there is no guarantee that $E^{(2)}$ and $H^{(2)}$ are (uniformly in $x$ and $t$ ) of order 1. A rigorous proof that the remaining terms in the series do not change the results of the formal expansion needs to be completed before the result of this formal argument can be trusted.

The remaining sections of the chapter provide a rigorous justification of the above described homogenisation procedure.

### 9.4 THE OPTICAL RESPONSE REGION

We first consider the optical response region, assuming for the time being that $\mathrm{G}_{\mathrm{d}}(x)=0$. The analysis extends the results of [51].

### 9.4.1 An auxiliary elliptic homogenisation problem

In this section we study the homogenisation theory for an auxilliary elliptic homogenisation problem, which will lead us to homogenisation of the Maxwell system. For ease of notation, and since the discussion below may be of more general interest than merely serving for the homogenisation of the Maxwell system, we state the elliptic system in more general form.

We first introduce the following notation:

## Definition 9.4.1 Define

$$
\mathrm{A}_{e \ell}:=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
$$

where the $3 \times 3$ matrices $a, b, c, d$ are periodic functions of $y$. The definition of $\mathrm{A}_{e \ell}^{\epsilon}$ is as above, replacing $\mathfrak{s}$ by $\mathfrak{s}^{\epsilon}$, where $\mathfrak{s}$ is a proxy for $a, b, c, d$.

The following standing assumption holds throughout this chapter:
Assumption 9.4.2 The matrix $\mathrm{A}_{\mathrm{e} \ell} \in L^{\infty}\left(\mathcal{O}, \mathbb{R}^{6 \times 6}\right)$ satisfies the following conditions:
(i) There exists a positive constant $c_{1}$ such that $\left|\mathrm{A}_{\mathrm{e} \mathrm{\ell}}(x) \mathrm{y} \cdot \mathrm{y}\right| \geq c_{1}|\mathrm{y}|$, for almost all $x \in \mathcal{O}$ and all $\mathrm{y} \in \mathbb{R}^{6}$.
(ii) There exists a positive constant $c_{2}$ such that $\left|\mathrm{A}_{\text {el }}^{-1}(x) \mathrm{y} \cdot \mathrm{y}\right| \geq c_{2}|\mathrm{y}|$, for almost all $x \in \mathcal{O}$ and all $\mathrm{y} \in \mathbb{R}^{6}$.

Remark 9.4.3 This assumption is technical (related to $H$-convergence) and strengthens Assumption 2.3.5 since we do not restrict ourselves to the homogenisation of symmetric elliptic systems only. Note that this assumption is equivalent to stating that $\mathrm{A}_{\mathrm{e} \mathrm{\ell}} \in \mathbb{M}\left(c_{1}, c_{2}, \mathcal{O}\right)$ (see Definition C.3.1 in Appendix C and the discussion concerning elliptic equations on p. 81 in [407]).

In our subsequent analysis we will need the function space $H_{\text {per }}^{1}(Y)$ (defined as the closure of the set of $C^{\infty}, Y$-periodic functions in the $H^{1}$ norm; see Section C. 1 in Appendix C), as well as the following auxiliary elliptic operators:

Definition 9.4.4
(i) The "cell" operator $L_{\text {per }}: H_{\text {per }}^{1}(Y) \times H_{\text {per }}^{1}(Y) \rightarrow\left(H_{\text {per }}^{1}(Y) \times H_{\text {per }}^{1}(Y)\right)^{\prime}$ :

$$
\begin{equation*}
L_{p e r}:=-\operatorname{div}_{y}\left(\mathrm{~A}_{e \ell}(y) \operatorname{grad}_{y}\right) . \tag{9.17}
\end{equation*}
$$

(ii) The "microstructure" operator $L^{\epsilon}: H_{0}^{1}(\mathcal{O}) \times H_{0}^{1}(\mathcal{O}) \rightarrow H^{-1}(\mathcal{O}) \times$ $H^{-1}(\mathcal{O})$ :

$$
\begin{equation*}
L^{\epsilon}:=-\operatorname{div}_{x}\left(\mathrm{~A}_{e \ell}^{\epsilon}(x) \operatorname{grad}_{x}\right) \tag{9.18}
\end{equation*}
$$

Remark 9.4.5 The elliptic operators defined above are matrix elliptic operators, used for abbreviating the notation for the corresponding systems. For instance,

$$
L_{\text {per }}=\left(\begin{array}{cc}
-\operatorname{div}_{y}\left(a \operatorname{grad}_{y}\right) & -\operatorname{div}_{y}\left(b \operatorname{grad}_{y}\right) \\
-\operatorname{div}_{y}\left(c \operatorname{grad}_{y}\right) & -\operatorname{div}_{y}\left(d \operatorname{grad}_{y}\right)
\end{array}\right)
$$

where $a, b, c, d$ are $3 \times 3$ matrices. This operator acts on two-vector $w=$ $\left(w_{1}, w_{2}\right)^{t r}$ as follows:

$$
L_{\mathrm{per}}\binom{w_{1}}{w_{2}}=\binom{-\operatorname{div}_{y}\left(a \operatorname{grad}_{y} w_{1}\right)-\operatorname{div}_{y}\left(b \operatorname{grad}_{y} w_{2}\right)}{-\operatorname{div}_{y}\left(c \operatorname{grad}_{y} w_{1}\right)-\operatorname{div}_{y}\left(d \operatorname{grad}_{y} w_{2}\right)}
$$

Further, the adjoint operator turns out to be

$$
L_{\mathrm{per}}^{*}=\left(\begin{array}{cc}
-\operatorname{div}_{y}\left(a^{t r} \operatorname{grad}_{y}\right) & -\operatorname{div}_{y}\left(c^{t r} \operatorname{grad}_{y}\right) \\
-\operatorname{div}_{y}\left(b^{t r} \operatorname{grad}_{y}\right) & -\operatorname{div}_{y}\left(d^{t r} \operatorname{grad}_{y}\right)
\end{array}\right)
$$

Similarly, $L^{\epsilon}$ is given in an analogous block form where $a, b, c, d$ are replaced by $a^{\epsilon}, b^{\epsilon}, c^{\epsilon}, d^{\epsilon}$.

The coercivity assumption 9.4.2 implies that $L_{\text {per }}$ is invertible modulo constants, so that the elliptic system

$$
\begin{equation*}
L_{\mathrm{per}} u=f \tag{9.19}
\end{equation*}
$$

has a unique solution in terms of the two-vector $u=\left(u_{1}, u_{2}\right)^{t r} \in H_{\text {per }}^{1}(Y) \times$ $H_{\mathrm{per}}^{1}(Y)$ for all $f \in\left(H_{\mathrm{per}}^{1}(Y) \times H_{\mathrm{per}}^{1}(Y)\right)^{\prime}$. Similarly, the coercivity assumption, in conjunction with the generalisation of the Lax-Milgram lemma for systems, guarantees the solvability in $H_{0}^{1}(\mathcal{O}) \times H_{0}^{1}(\mathcal{O})$ of the elliptic system

$$
\begin{equation*}
L^{\epsilon} w^{\epsilon}=g \tag{9.20}
\end{equation*}
$$

for every two-vector $g=\left(g_{1}, g_{2}\right)^{t r} \in H^{-1}(\mathcal{O}) \times H^{-1}(\mathcal{O})$.
We consider the homogenisation theory for the system (9.20). To motivate the theory, we briefly describe a formal two-scale expansion based on the introduction of the independent variables $x$ and $y=\frac{x}{\epsilon}$, and the subsequent expansion of the operator $L^{\epsilon}$ as

$$
L^{\epsilon}=\epsilon^{2} L_{-2}+\epsilon^{-1} L_{-1}+L_{0}
$$

where

$$
\begin{aligned}
& L_{-2}:=-\operatorname{div}_{y}\left(\mathrm{~A}_{e \ell} \operatorname{grad}_{y^{*}}\right) \\
& L_{-1}:=-\operatorname{div}_{x}\left(\mathrm{~A}_{e \ell} \operatorname{grad}_{y} \cdot\right)-\operatorname{div}_{y}\left(\mathrm{~A}_{\mathrm{e} \ell} \operatorname{grad}_{x} \cdot\right) \\
& L_{0}:=-\operatorname{div}_{x}\left(\mathrm{~A}_{\mathrm{e} \ell} \operatorname{grad}_{x} \cdot\right)
\end{aligned}
$$

Letting

$$
w^{\epsilon}=w^{(0)}+\epsilon w^{(1)}+\epsilon^{2} w^{(2)}+\cdots
$$

and substituting into the above operator expansion, we obtain ${ }^{5}$ to various orders of powers of $\epsilon$

$$
\begin{align*}
& L_{-2} w^{(0)}=0 \\
& L_{-2} w^{(1)}=-L_{-1} w^{(0)},  \tag{9.21}\\
& L_{-2} w^{(2)}=-L_{-1} w^{(1)}-L_{0} w^{(0)}+g
\end{align*}
$$

Observe that $L_{-2}=L_{\text {per }}$.
A particular solution ${ }^{6}$ of the first of equations (9.21) is $w^{(0)}=w^{(0)}(x)=$ $\left(w_{1}^{(0)}(x), w_{2}^{(0)}(x)\right)^{t r}$. We substitute this solution into the second of equations (9.21) to obtain

$$
\begin{equation*}
L_{\mathrm{per}} w^{(1)}=\binom{\sum_{j} d i v_{y} a_{\sharp, j} \partial_{x_{j}} w_{1}^{(0)}+\sum_{j} d i v_{y} b_{\sharp, j} \partial_{x_{j}} w_{2}^{(0)}}{\sum_{j} d i v_{y} c_{\sharp, j} \partial_{x_{j}} w_{1}^{(0)}+\sum_{j} d i v_{y} d_{\sharp, j} \partial_{x_{j}} w_{2}^{(0)}} . \tag{9.22}
\end{equation*}
$$

We look for a solution of the above system of the form

$$
\begin{equation*}
w_{\ell}^{(1)}=\sum_{j} r_{\ell}^{(j)} \partial_{x_{j}} w_{1}^{(0)}+\sum_{j} v_{\ell}^{(j)} \partial_{x_{j}} w_{2}^{(0)}, \quad \ell=1,2 \tag{9.23}
\end{equation*}
$$

where $r_{\ell}^{(j)}, v_{\ell}^{(j)}, j=1,2,3, \ell=1,2$, are functions of $y$ (12 in total), to be determined. Upon substitution of the ansatz (9.23) into (9.22), we observe that $r_{\ell}^{(j)}, v_{\ell}^{(j)}, j=1,2,3, \ell=1,2$, can be chosen as the solutions of the elliptic systems

$$
\begin{equation*}
L_{\mathrm{per}}\binom{r_{1}^{(j)}}{r_{2}^{(j)}}=\binom{\operatorname{div}_{y} a_{\sharp, j}}{\operatorname{div}_{y} c_{\sharp, j}}, \quad L_{\mathrm{per}}\binom{v_{1}^{(j)}}{v_{2}^{(j)}}=\binom{\operatorname{div}_{y} b_{\sharp, j}}{\operatorname{div}_{y} d_{\sharp, j}} . \tag{9.24}
\end{equation*}
$$

The system of equations (9.24) is called the cell system and has a unique periodic solution (modulo constants).

We now average the third equation of (9.21) over $y$. Observe first that

$$
\begin{aligned}
& \left\langle L_{-2} w^{(2)}\right\rangle=0 \\
& \left\langle L_{0} w^{(0)}\right\rangle=-\operatorname{div}_{x}\left(\left\langle\mathrm{~A}_{e \ell}\right\rangle \operatorname{grad}_{x} w^{(0)}\right) \\
& \left\langle\operatorname{div}_{y}\left(\mathrm{~A}_{e \ell} \operatorname{grad}_{x} w^{(0)}\right)\right\rangle=0
\end{aligned}
$$

Next we calculate the term $\operatorname{div}_{x}\left(\mathrm{~A}_{e \ell} \operatorname{grad}_{y} w^{(0)}\right)$, regrouping the terms proportional to $\operatorname{grad}_{x}\left(w_{1}^{(0)}\right)$ and $\operatorname{grad}_{x}\left(w_{2}^{(0)}\right)$. After some algebra we obtain

$$
\left\langle\operatorname{div}_{x}\left(\mathrm{~A}_{\mathrm{e} \ell} \operatorname{grad}_{y} w^{(0)}\right)\right\rangle=\binom{\operatorname{div}_{x}\left(\mathfrak{a}^{h} \operatorname{grad}_{x} w_{1}^{(0)}\right)+\operatorname{div}_{x}\left(\mathfrak{b}^{h} \operatorname{grad}_{x} w_{2}^{(0)}\right)}{\operatorname{div}_{x}\left(\mathfrak{c}^{h} \operatorname{grad}_{x} w_{1}^{(0)}\right)+\operatorname{div}_{x}\left(\mathfrak{d}^{h} \operatorname{grad}_{x} w_{2}^{(0)}\right)}
$$

[^73]where $\mathfrak{a}^{h}, \mathfrak{b}^{h}, \mathfrak{c}^{h}, \mathfrak{d}^{h}$ are $3 \times 3$ matrices consisting of constant elements
\[

$$
\begin{aligned}
\left(\mathfrak{a}^{h}\right)_{i j} & =\left\langle\sum_{k=1}^{3} a_{i k} \partial_{y_{k}} r_{1}^{(j)}+\sum_{k=1}^{3} b_{i k} \partial_{y_{k}} r_{2}^{(j)}\right\rangle, \\
\left(\mathfrak{b}^{h}\right)_{i j}= & \left\langle\sum_{k=1}^{3} a_{i k} \partial_{y_{k}} v_{1}^{(j)}+\sum_{k=1}^{3} b_{i k} \partial_{y_{k}} v_{2}^{(j)}\right\rangle, \\
\left(\mathfrak{c}^{h}\right)_{i j}= & \left\langle\sum_{k=1}^{3} c_{i k} \partial_{y_{k}} r_{1}^{(j)}+\sum_{k=1}^{3} d_{i k} \partial_{y_{k}} r_{2}^{(j)}\right\rangle, \\
\left(\mathfrak{d}^{h}\right)_{i j}= & \left\langle\sum_{k=1}^{3} c_{i k} \partial_{y_{k}} v_{1}^{(j)}+\sum_{k=1}^{3} d_{i k} \partial_{y_{k}} v_{2}^{(j)}\right\rangle .
\end{aligned}
$$
\]

Collecting all these terms together, we obtain that $w^{(0)}$ satisfies the elliptic system

$$
L^{h} w^{(0)}=g
$$

where $L^{h}$ is the matrix elliptic operator

$$
L^{h}:=-\operatorname{div}\left(\mathrm{A}_{\mathrm{e} \ell}^{h} \operatorname{grad}_{x}\right),
$$

$\mathrm{A}_{\mathrm{e} \ell}^{h}$ is the constant coefficients matrix, which in block form is expressed as

$$
\mathrm{A}_{\mathrm{e} \ell}^{h}=\left(\begin{array}{ll}
a^{h} & b^{h}  \tag{9.25}\\
c^{h} & d^{h}
\end{array}\right)
$$

the $3 \times 3$ matrices $a^{h}, b^{h}, c^{h}, d^{h}$ being defined as

$$
\begin{align*}
& \left(a^{h}\right)_{i j}=\left\langle a_{i j}+\sum_{k=1}^{3} a_{i k} \partial_{y_{k}} r_{1}^{(j)}+\sum_{k=1}^{3} b_{i k} \partial_{y_{k}} r_{2}^{(j)}\right\rangle, \\
& \left(b^{h}\right)_{i j}=\left\langle b_{i j}+\sum_{k=1}^{3} a_{i k} \partial_{y_{k}} v_{1}^{(j)}+\sum_{k=1}^{3} b_{i k} \partial_{y_{k}} v_{2}^{(j)}\right\rangle \\
& \left(c^{h}\right)_{i j}=\left\langle c_{i j}+\sum_{k=1}^{3} c_{i k} \partial_{y_{k}} r_{1}^{(j)}+\sum_{k=1}^{3} d_{i k} \partial_{y_{k}} r_{2}^{(j)}\right\rangle,  \tag{9.26}\\
& \left(d^{h}\right)_{i j}=\left\langle d_{i j}+\sum_{k=1}^{3} c_{i k} \partial_{y_{k}} v_{1}^{(j)}+\sum_{k=1}^{3} d_{i k} \partial_{y_{k}} v_{2}^{(j)}\right\rangle,
\end{align*}
$$

$r_{\ell}^{(j)}, v_{\ell}^{(j)}, j=1,2,3, \ell=1,2$, being the solutions of the cell systems (9.24).
The above discussion motivates the following definitions:
Definition 9.4.6 (Homogenised diffusion matrix) The constant coefficient matrix (9.25) with coefficients defined as in (9.26) is called the homogenised diffusion matrix.

With the aid of the homogenised matrix $A_{e \ell}^{h}$ we define:

Definition 9.4.7 (Homogenised operator and system) The homogenised (matrix) elliptic operator $L^{h}: H_{0}^{1}(\mathcal{O}) \times H_{0}^{1}(\mathcal{O}) \rightarrow H^{-1}(\mathcal{O}) \times H^{-1}(\mathcal{O})$, is defined by

$$
\begin{equation*}
L^{h}=-\operatorname{div}_{x}\left(\mathrm{~A}_{e \ell}^{h} \operatorname{grad}_{x}\right) \tag{9.27}
\end{equation*}
$$

The elliptic system

$$
\begin{equation*}
L^{h} w=g \tag{9.28}
\end{equation*}
$$

is called the homogenised system.
It is not obvious, but it is easy to prove that the block matrix $A_{e \ell}^{h}$ is positive definite. The operator $L^{h}$ is a constant coefficient matrix elliptic operator.

The formal two-scale expansion for the elliptic system provided above suffers from the same problems concerning rigour as the relevant expansion for the Maxwell system (see Remark 9.3.2). The following theorem, which is a slight modification of Theorem 9.1 in [59], guarantees that the result obtained by this formal expansion indeed provides the right answer.

THEOREM 9.4.8 For $f=\left(f_{1}, f_{2}\right)^{\text {tr }}$, consider the solution $\mathbf{u}^{\epsilon}=\left(\mathbf{u}_{1}^{\epsilon}, \mathbf{u}_{2}^{\epsilon}\right)^{\text {tr }}$ of the elliptic system $L^{\epsilon} u^{\epsilon}=f$. As $\epsilon \rightarrow 0$, we have that $\mathbf{u}^{\epsilon} \rightharpoonup \mathbf{u}^{*}$, in $H_{0}^{1}(\mathcal{O}) \times H_{0}^{1}(\mathcal{O})$, where $\mathbf{u}^{*}=\left(\mathbf{u}_{1}^{*}, \mathbf{u}_{2}^{*}\right)^{t r}$ is the solution of the elliptic system $L^{h} \mathbf{u}^{*}=f$. Furthermore, $\mathrm{A}_{e \ell}^{\epsilon} \mathbf{u}^{\epsilon} \longrightarrow \mathrm{A}_{e \ell}^{h} \mathbf{u}^{*}$, in $L^{2}(\mathcal{O})$.

Remark 9.4.9 In the proof of Theorem 9.4.8, to ease notation, we denote $\operatorname{grad}_{x}, \operatorname{div}_{x}, \operatorname{curl}_{x}$ simply by grad, div, curl, respectively, but to avoid confusion, we always retain the explicit notation $\operatorname{grad}_{y}, \operatorname{div}_{y}, \operatorname{curl}_{y}$ when referring to the rescaled variable $y$.

Proof. We rewrite the cell equations in a more general form as

$$
\begin{align*}
& -\operatorname{div}_{y}\left(a^{t r}\left(q_{1}+\operatorname{grad}_{y} \mathrm{w}_{1}\right)\right)-\operatorname{div}_{y}\left(c^{t r}\left(q_{2}+\operatorname{grad}_{y} \mathrm{w}_{2}\right)=0\right.  \tag{9.29}\\
& -\operatorname{div}_{y}\left(b^{t r}\left(q_{1}+\operatorname{grad}_{y} \mathrm{w}_{1}\right)\right)-\operatorname{div}_{y}\left(d^{t r}\left(q_{2}+\operatorname{grad}_{y} \mathrm{w}_{2}\right)=0\right.
\end{align*}
$$

where $q_{1}, q_{2}$ are arbitrary vectors in $\mathbb{R}^{3}$. Naturally, w depends on the choice of $q_{1}, q_{2}$, a fact that is suppressed in the subsequent notation. Let $e_{j}$ be the unit vector in the $j$ direction. Note that for the choice $q_{1}=e_{j}, j=1,2,3$, $q_{2}=0$, we recover the transposed cell equations for $\left(r_{1}^{(j)}, r_{2}^{(j)}\right)$, whereas for the choice $q_{1}=0, q_{2}=e_{j}, j=1,2,3$, we recover the transposed cell equations for $\left(v_{1}^{(j)}, v_{2}^{(j)}\right)$.

In what follows, by $\mathfrak{s}^{\epsilon}$ we denote $\mathfrak{s}\left(\frac{x}{\epsilon}\right)$ for $\mathfrak{s}=a, b, c, d$. We also define $w_{1}^{\epsilon}=$ $\epsilon \mathrm{W}_{1}\left(\frac{x}{\epsilon}\right), w_{2}^{\epsilon}=\epsilon \mathrm{W}_{2}\left(\frac{x}{\epsilon}\right)$. By the a priori estimates of the elliptic system and the properties of the matrix $\mathrm{A}_{\mathrm{e} \ell}$ we have that gradu ${ }^{\epsilon}$ is bounded in $H^{1}(\mathcal{O}) \times$ $H^{1}(\mathcal{O})$, so that by the weak compactness results (see A. 2 in Appendix A), we see that (at least up to a subsequence) there exists a function $u^{*}=$ $\left(u_{1}^{*}, u_{2}^{*}\right)$ such that $\left(\operatorname{gradu} u_{1}^{\epsilon}, \operatorname{grad} u_{2}^{\epsilon}\right) \rightharpoonup\left(\operatorname{grad} u_{1}^{*}, \operatorname{gradu} u_{2}^{*}\right)$ in $L^{2}(\mathcal{O}) \times L^{2}(\mathcal{O})$. Furthermore, by the a priori estimates of the elliptic system, and once more
invoking weak compactness arguments, we have that there exists a function $r^{*}=\left(r_{1}^{*}, r_{2}^{*}\right)^{t r}$ such that

$$
a^{\epsilon} \operatorname{gradu}_{1}^{\epsilon}+b^{\epsilon} \operatorname{gradu}_{2}^{\epsilon} \rightharpoonup r_{1}^{*}, \quad c^{\epsilon} \operatorname{gradu}_{1}^{\epsilon}+d^{\epsilon} \operatorname{gradu}_{2}^{\epsilon} \rightharpoonup r_{2}^{*}, \text { in } L^{2}(\mathcal{O})
$$

By similar estimates for the cell equation and using periodicity and Theorem C.1.4 in Appendix C we have

$$
\begin{aligned}
& \operatorname{grad} w_{1}^{\epsilon}=q_{1}+\operatorname{grad}_{y} \mathrm{w}_{1} \stackrel{*}{\rightharpoonup} q_{1}, \\
& \operatorname{grad} w_{2}^{\epsilon}=q_{2}+\operatorname{grad}_{y} \mathrm{w}_{2} \stackrel{*}{\rightharpoonup} q_{2}, \\
& a^{t r, \epsilon} \operatorname{grad} w_{1}^{\epsilon}+c^{t r, \epsilon} \operatorname{grad} w_{2}^{\epsilon} \stackrel{*}{\rightharpoonup} a^{t r, h} q_{1}+c^{t r, h} q_{2}, \\
& b^{t r, \epsilon} \operatorname{grad} w_{1}^{\epsilon}+d^{t r, \epsilon} \operatorname{grad} w_{2}^{\epsilon} \stackrel{*}{\rightharpoonup} b^{t r, h} q_{1}+d^{t r, h} q_{2},
\end{aligned}
$$

in $L^{\infty}(\mathcal{O})$, where the matrices $a^{h}, b^{h}, c^{h}, d^{h}$ are such that

$$
\begin{align*}
a^{t r, h} q_{1}+c^{t r, h} q_{2} & =\left\langle a^{t r}\left(q_{1}+\operatorname{grad}_{y} \mathrm{w}_{1}\right)\right\rangle+\left\langle c^{t r}\left(q_{2}+\operatorname{grad}_{y} \mathrm{w}_{2}\right)\right\rangle \\
b^{t r, h} q_{1}+d^{t r, h} q_{2} & =\left\langle b^{t r}\left(q_{1}+\operatorname{grad}_{y} \mathrm{w}_{1}\right)\right\rangle+\left\langle d^{t r}\left(q_{2}+\operatorname{grad}_{y} \mathrm{w}_{2}\right)\right\rangle \tag{9.30}
\end{align*}
$$

for all $q_{1}, q_{2} \in \mathbb{R}^{3}$.
We now observe that

$$
\begin{aligned}
& \left(a^{t r, \epsilon} \operatorname{grad} w_{1}^{\epsilon}+c^{t r, \epsilon} \operatorname{grad} w_{2}^{\epsilon}\right)^{t r} \operatorname{grad} \mathbf{u}_{1}^{\epsilon}=\left(\left(\operatorname{grad} w_{1}^{\epsilon}\right)^{t r} a^{\epsilon}+\left(\operatorname{grad} w_{2}^{\epsilon}\right)^{t r} c^{\epsilon}\right) \operatorname{grad} \mathbf{u}_{1}^{\epsilon}, \\
& \left(b^{t r, \epsilon} \operatorname{grad} w_{1}^{\epsilon}+d^{t r, \epsilon} \operatorname{grad} w_{2}^{\epsilon}\right)^{t r} \operatorname{grad} \mathbf{u}_{2}^{\epsilon}=\left(\left(\operatorname{grad} w_{1}^{\epsilon}\right)^{t r} b^{\epsilon}+\left(\operatorname{grad} w_{2}^{\epsilon}\right)^{t r} d^{\epsilon}\right) \operatorname{grad} \mathbf{u}_{2}^{\epsilon} .
\end{aligned}
$$

We add these two equations and rearrange terms to obtain

$$
\begin{aligned}
& \left(a^{t r, \epsilon} \operatorname{grad} w_{1}^{\epsilon}+c^{t r, \epsilon} \operatorname{grad} w_{2}^{\epsilon}\right)^{t r} \operatorname{gradu}_{1}^{\epsilon}+\left(b^{t r, \epsilon} \operatorname{grad} w_{1}^{\epsilon}+d^{t r, \epsilon} \operatorname{grad} w_{2}^{\epsilon}\right)^{t r} \operatorname{grad} \mathbf{u}_{2}^{\epsilon}= \\
& \left(\operatorname{grad} w_{1}^{\epsilon}\right)^{t r}\left(a^{\epsilon} \operatorname{grad} \mathbf{u}_{1}^{\epsilon}+b^{\epsilon} \operatorname{grad} \mathbf{u}_{2}^{\epsilon}\right)+\left(\operatorname{grad} w_{2}^{\epsilon}\right)^{t r}\left(c^{\epsilon} \operatorname{grad} u_{1}^{\epsilon}+d^{\epsilon} \operatorname{grad} \mathbf{u}_{2}^{\epsilon}\right),
\end{aligned}
$$

and apply the div-curl lemma (see Theorem C.2.2 in Appendix C) on the products of both sides. This is possible since $\operatorname{grad} w_{1}^{\epsilon}, \operatorname{grad} w_{2}^{\epsilon}$ are curl free, whereas

$$
\begin{aligned}
& a^{t r, \epsilon} \operatorname{grad} w_{1}^{\epsilon}+c^{t r, \epsilon} \operatorname{grad} w_{2}^{\epsilon}=a^{t r}(y)\left(q_{1}+\operatorname{grad}_{y} \mathrm{w}_{1}\right)+c^{t r}(y)\left(q_{2}+\operatorname{grad}_{y} \mathrm{w}_{2}\right), \\
& b^{t r, \epsilon} \operatorname{grad} w_{1}^{\epsilon}+d^{t r, \epsilon} \operatorname{grad} w_{2}^{\epsilon}=b^{t r}(y)\left(q_{1}+\operatorname{grad}_{y} \mathrm{w}_{1}\right)+d^{t r}(y)\left(q_{2}+\operatorname{grad}_{y} \mathrm{w}_{2}\right)
\end{aligned}
$$

are divergence free, since $\mathrm{w}=\left(\mathrm{w}_{1}, \mathrm{w}_{2}\right)^{t r}$ satisfies the cell equations (9.29). Further, if $h=\left(h_{1}, h_{2}\right)^{t r}$ is such that $\operatorname{div} h_{i}=g_{i}, i=1,2$, then by the elliptic system $a^{\epsilon} \operatorname{grad} \mathbf{u}_{1}^{\epsilon}+b^{\epsilon} \operatorname{gradu} \mathbf{u}_{2}^{\epsilon}-h_{1}, c^{\epsilon} \operatorname{grad} \mathbf{u}_{1}^{\epsilon}+d^{\epsilon} \operatorname{gradu}_{2}^{\epsilon}-h_{2}$ are divergence free, and $h$ is independent of $\epsilon$. Using the above, we identify the limit of the products in (9.31) as

$$
\left(a^{t r, h} q_{1}+c^{t r, h} q_{2}\right)^{t r} \operatorname{gradu}_{1}^{*}+\left(b^{t r, h} q_{1}+d^{t r, h} q_{2}\right)^{t r} \operatorname{gradu}_{2}^{*}=q_{1}^{t r} r_{1}^{*}+q_{2}^{t r} r_{2}^{*}
$$

Since this is valid for all $q_{1}, q_{2} \in \mathbb{R}^{3}$, we finally obtain that

$$
\begin{aligned}
& r_{1}^{*}=a^{h} \operatorname{gradu}_{1}^{*}+b^{h} \operatorname{gradu}_{2}^{*}, \\
& r_{2}^{*}=c^{h} \operatorname{gradu}_{1}^{*}+d^{h} \operatorname{gradu}_{2}^{*},
\end{aligned}
$$

which is the stated result. The identification of the homogenised diffusion matrix comes from (9.30) by proper choices of the vectors $q_{1}, q_{2}$. Noting that
$\mathrm{w}=\left(\mathrm{w}_{1}, \mathrm{w}_{2}\right)^{t r}$ are the solutions of the transposed cell equations (9.24) and using an integration by parts argument ${ }^{7}$ similar to the one employed in [97] for the scalar case, we see that the homogenised diffusion matrix is given by (9.26).

Remark 9.4.10 The weak convergence in $H_{0}^{1}(\mathcal{O}) \times H_{0}^{1}(\mathcal{O})$ can be turned into a strong one as long as an appropriate term, called the corrector, is added to the solution (see, e.g., [59], [97], [407]).

### 9.4.2 The homogenisation of the Maxwell system

We now turn to the homogenisation of the Maxwell system. As mentioned earlier, we will treat this problem using a suitably selected auxiliary elliptic system and applying the results for the elliptic homogenisation theory provided in Section 9.4.1 and Section C. 3 in Appendix C. For reasons that will become apparent in the proof of the subsequent Theorem 9.4.14, consider the following.
Definition 9.4.11 The auxiliary "microstructure" elliptic operator associated with the Maxwell system is

$$
\begin{equation*}
L_{M}^{\epsilon}=-\operatorname{div}_{x}\left(\mathrm{~A}_{o r}^{\epsilon, t r} \operatorname{grad}_{x} \cdot\right) \tag{9.32}
\end{equation*}
$$

and the auxiliary "cell" elliptic operator associated with the Maxwell system is

$$
\begin{equation*}
L_{p e r, M}=-\operatorname{div}_{y}\left(\left(\mathrm{~A}_{o r}^{\text {per }}\right)^{t r} \operatorname{grad}_{y} \cdot\right) \tag{9.33}
\end{equation*}
$$

Definition 9.4.12 Set $\mathrm{A}_{e \ell}^{\epsilon}=\mathrm{A}_{o r}^{\epsilon, t r}$ and let $\mathrm{A}_{e \ell}^{h}$ be the homogenised diffusion matrix defined as in (9.26), for $a=\varepsilon^{t r}, b=\zeta^{t r}, c=\xi^{t r}, d=\mu^{t r}$. The matrix $\mathrm{A}_{o r}^{h}:=\mathrm{A}_{e \ell}^{h, t r}$ is the homogenised optical response matrix of the medium.

REmark 9.4.13 By the symmetry of the optical response matrix (Assumption 2.3.5), we have $A_{\text {or }}^{t r}=A_{\text {or }}$. Nevertheless, since the arguments in the following proof will also be used for the dispersion part $G_{d}$, which is nonsymmetric, we perform the proof without assuming the symmetry of $A_{\text {or }}$.

The above procedure leads to explicit relations for the homogenised optical response matrix of the medium as

$$
\begin{align*}
\varepsilon^{h} & =\left\langle\varepsilon+\operatorname{grad}_{y} R_{1} \varepsilon+\operatorname{grad}_{y} R_{2} \zeta\right\rangle \\
\zeta^{h} & =\left\langle\zeta+\operatorname{grad}_{y} V_{1} \varepsilon+\operatorname{grad}_{y} V_{2} \zeta\right\rangle \\
\xi^{h} & =\left\langle\xi+\operatorname{grad}_{y} R_{1} \xi+\operatorname{grad}_{y} R_{2} \mu\right\rangle  \tag{9.34}\\
\mu^{h} & =\left\langle\mu+\operatorname{grad}_{y} V_{1} \xi+\operatorname{grad}_{y} V_{2} \mu\right\rangle
\end{align*}
$$

where

$$
\operatorname{grad}_{y} \mathfrak{S}_{\ell}=\left(\begin{array}{ccc}
\partial_{y_{1}} \mathfrak{s}_{\ell}^{(1)} & \partial_{y_{2}} \mathfrak{s}_{\ell}^{(1)} & \partial_{y_{3}} \mathfrak{s}_{\ell}^{(1)} \\
\partial_{y_{1}} \mathfrak{s}_{\ell}^{(2)} & \partial_{y_{2}} \mathfrak{s}_{\ell}^{(2)} & \partial_{y_{3}} \mathfrak{s}^{(2)} \\
\partial_{y_{1}} \mathfrak{s}_{\ell}^{(3)} & \partial_{y_{2}} \mathfrak{s}_{\ell}^{(3)} & \partial_{y_{3}} \mathfrak{s}_{\ell}^{(3)}
\end{array}\right), \quad \ell=1,2,
$$

[^74]and $\mathfrak{S}$ and $\mathfrak{s}$ are proxies for $R, V$ and $r, v$, respectively.
We shall prove the following.
Theorem 9.4.14 Let $j=(-J, 0)^{\text {tr }}$ satisfy the assumptions of Theorem 9.2.5 and let $u^{\epsilon}=\left(E^{\epsilon}, H^{\epsilon}\right)^{\text {tr }}$ be the solution of the Maxwell system (9.6)(9.7). Then
$$
u^{\epsilon} \stackrel{*}{\rightharpoonup} u^{*}, \quad \text { in } L^{\infty}([0, T], \mathbb{X})
$$
where $u^{*}=\left(E^{*}, H^{*}\right)^{t r}$ is the unique solution of the Maxwell system
\[

$$
\begin{equation*}
\left(\mathrm{d}^{*}\right)^{\prime}=\mathrm{M} u^{*}+j, \quad \text { in }(0, T] \times \mathcal{O} \tag{9.35}
\end{equation*}
$$

\]

with the perfect conductor boundary condition and subject to the homogeneous constitutive relations

$$
\begin{equation*}
\mathrm{d}^{*}=\mathrm{A}_{o r}^{h} u^{*} . \tag{9.36}
\end{equation*}
$$

The matrices $\varepsilon^{h}, \xi^{h}, \zeta^{h}, \mu^{h}$ that constitute the homogenised optical response $\mathrm{A}_{\text {or }}^{h}$ are given by (9.34).

Proof. We break the proof into three parts:
(i) $u^{*}=\left(E^{*}, H^{*}\right)^{t r}$ satisfies the Maxwell system:

By Theorem 9.2.5 we have the uniform bounds

$$
\begin{equation*}
\left\|E^{\epsilon}\right\|_{\mathrm{x}} \leq C_{1}, \quad\left\|H^{\epsilon}\right\|_{\mathrm{x}} \leq C_{2}, \quad \epsilon>0, t>0 \tag{9.37}
\end{equation*}
$$

The boundedness of $\mathrm{A}_{\mathrm{or}}^{\epsilon}$, together with (9.37), implies that $D^{\epsilon}$ and $B^{\epsilon}$ are also bounded in X uniformly in $\epsilon, t>0$. It is then standard [97, Theorem $1.26]$ that there exist $E^{*}, H^{*}, D^{*}, B^{*} \in L^{\infty}([0, T], \mathrm{X})$ such that, up to taking a subsequence $\epsilon \rightarrow 0$, there holds

$$
\begin{array}{lc}
E^{\epsilon} \stackrel{*}{*} E^{*}, & H^{\epsilon} \xrightarrow{*} H^{*}  \tag{9.38}\\
D^{\epsilon} \stackrel{*}{\rightharpoonup} D^{*}, & B^{\epsilon} \stackrel{*}{\rightharpoonup} B^{*}
\end{array} \text { in } L^{\infty}([0, T], \mathrm{X}) .
$$

The ensuing arguments will identify $\left(E^{*}, H^{*}\right)^{t r}$ and will establish that any *-weakly convergent subsequence of $\left(E^{\epsilon}, H^{\epsilon}\right)^{t r}$ has $\left(E^{*}, H^{*}\right)^{t r}$ as its limit. This implies the convergence of the full sequence $\left(E^{\epsilon}, H^{\epsilon}\right)^{t r}$ (see Theorem 1.26 in [97]).

Taking the Laplace transform of the Maxwell equations, we obtain for $p \in \mathbb{C}^{+}, x \in \mathcal{O}$,

$$
\begin{align*}
& p \widehat{D}^{\epsilon}=\operatorname{curl} \widehat{H}^{\epsilon}-\widehat{J}  \tag{9.39}\\
& p \widehat{B}^{\epsilon}=-\operatorname{curl} \widehat{E}^{\epsilon}
\end{align*}
$$

Moreover, (9.38) implies that

$$
\begin{align*}
& \widehat{E}^{\epsilon} \rightharpoonup \widehat{E}^{*}  \tag{9.40}\\
& \widehat{D}^{\epsilon} \rightharpoonup \widehat{D}^{\epsilon} \rightharpoonup \widehat{H}^{*} \\
& \widehat{B}^{\epsilon} \rightharpoonup \widehat{B}^{*}
\end{align*}, \text { in } X \quad\left(\text { fixed } p \in \mathbb{C}^{+}\right)
$$

Combining (9.39) and (9.40) implies that for fixed $p \in \mathbb{C}^{+}$, the vector fields $\operatorname{curl}\left(\widehat{E}^{\epsilon}\right.$ and $\operatorname{curl} \widehat{H}^{\epsilon}$ remain bounded in X as $\epsilon \rightarrow 0$. Hence they have weak
limits in X . It then follows from (9.40) that $\widehat{E}^{*}$ and $\widehat{H}^{*}$ belong to $H$ (curl, $\mathcal{O}$ ), and moreover,

$$
\begin{equation*}
\widehat{E}^{\epsilon} \rightharpoonup \widehat{E}^{*}, \quad \widehat{H}^{\epsilon} \rightharpoonup \widehat{H}^{*} \quad \text { in } H(\operatorname{curl}, \mathcal{O}) \tag{9.41}
\end{equation*}
$$

Letting $\epsilon \rightarrow 0$ in (9.39), then, for $p \in \mathbb{C}^{+}, x \in \mathcal{O}$, yields

$$
\begin{align*}
& p \widehat{D}^{*}=\operatorname{curl} \widehat{H}^{*}-\widehat{J} \\
& p \widehat{B}^{*}=-\operatorname{curl} \widehat{E}^{*} \tag{9.42}
\end{align*}
$$

which implies that $E^{*}, H^{*}, D^{*}, B^{*}$ satisfy the Maxwell system

$$
\begin{align*}
& \partial_{t} D^{*}=\operatorname{curl} H^{*}-J, \text { in }(0, T] \times \mathcal{O} \\
& \partial_{t} B^{*}=-\operatorname{curl} E^{*}, \text { in }(0, T] \times \mathcal{O}  \tag{9.43}\\
& E^{*}(x, 0)=0, \quad H^{*}(x, 0)=0, \text { in } \mathcal{O}
\end{align*}
$$

Hence it remains to establish that the boundary condition $n \times E^{*}=0$ is also satisfied and that the vector fields $E^{*}, H^{*}, D^{*}, B^{*}$ are related by the constitutive relations (9.36).
(ii) Validity of the boundary condition:

We first note that the boundary condition is understood in the sense of the trace operator $\gamma_{\tau}: H(\operatorname{curl}, \mathcal{O}) \rightarrow H^{-1 / 2}(\partial \mathcal{O})$ (see Section 3.5). Let us fix a function $\phi \in H^{1 / 2}(\partial \mathcal{O})$. There exists (see [126] p. 341]) $\psi \in H^{1}(\mathcal{O})$ such that $\left.\psi\right|_{\partial \mathcal{O}}=\phi$. Now, for $\epsilon>0$ there holds

$$
\begin{aligned}
& \int_{\mathcal{O}} \operatorname{curl} \psi \cdot u^{\epsilon} d x=\int_{\mathcal{O}} \operatorname{curl} E^{\epsilon} \cdot \psi d x+\int_{\partial \mathcal{O}} \psi\left(n \times E^{\epsilon}\right) d s \\
& \int_{\mathcal{O}} \operatorname{curl} \psi \cdot E^{*}=\int_{\mathcal{O}} \operatorname{curl} E^{*} \cdot \psi d x+\int_{\partial \mathcal{O}} \psi\left(n \times E^{*}\right) d s
\end{aligned}
$$

In the limit as $\epsilon \rightarrow 0$ and using the fact that $n \times\left. E^{\epsilon}\right|_{\partial \mathcal{O}}=0$ and the relations

$$
\begin{aligned}
& \int_{\mathcal{O}} \operatorname{curl} \psi \cdot E^{\epsilon} d x \rightarrow \int_{\mathcal{O}} \operatorname{curl} \psi \cdot E^{*} d x \\
& \int_{\mathcal{O}} \operatorname{curl} E^{\epsilon} \cdot \psi d x \rightarrow \int_{\mathcal{O}} \operatorname{curl} E^{*} \cdot \psi d x
\end{aligned}
$$

we obtain

$$
\int_{\partial \mathcal{O}} \phi\left(n \times E^{*}\right) d s=\int_{\partial \mathcal{O}} \psi\left(n \times E^{*}\right) d s=0
$$

Since $\phi \in H^{1 / 2}(\partial \mathcal{O})$ is arbitrary, we conclude that $n \times E^{*}=0$ on $\partial \mathcal{O}$.
(iii) Validity of the constitutive relations:

Let us fix a bounded domain $\mathcal{O}_{0}$ with $\overline{\mathcal{O}}_{0} \subset \mathcal{O}$. Since div curl $u=0$, (9.39) and (9.42) imply that $\operatorname{div} \widehat{D}^{\epsilon}=\operatorname{div} \widehat{D}^{*}$ and $\operatorname{div} \widehat{B}^{\epsilon}=\operatorname{div} \widehat{B}^{*}$, and (9.40) then yields

$$
\begin{equation*}
\widehat{D}^{\epsilon} \rightharpoonup \widehat{D}^{*}, \quad \widehat{B}^{\epsilon} \rightharpoonup \widehat{B}^{*} \quad \text { in } H\left(\operatorname{div}, \mathcal{O}_{0}\right) \tag{9.44}
\end{equation*}
$$

The elliptic operator $L^{\epsilon}$ (Definition 9.4.4) is invertible for all $\epsilon>0$. For $g=\left(g_{1}, g_{2}\right)^{t r} \in H^{-1}\left(\mathcal{O}_{0}\right) \times H^{-1}\left(\mathcal{O}_{0}\right)$ fixed, let $w^{\epsilon}=\left(w_{1}^{\epsilon}, w_{2}^{\epsilon}\right)^{t r} \in H_{0}^{1}\left(\mathcal{O}_{0}\right) \times$ $H_{0}^{1}\left(\mathcal{O}_{0}\right)$ solve the elliptic system

$$
\begin{equation*}
L^{\epsilon} w^{\epsilon}=g \tag{9.45}
\end{equation*}
$$

Moreover, let $L^{h}$ be the constant coefficient operator elliptic operator of Definition 9.4.7, and consider the solution $w=\left(w_{1}, w_{2}\right)^{t r}$ of the problem

$$
\begin{equation*}
L^{h} w=g \tag{9.46}
\end{equation*}
$$

By Theorem 9.4.8,

$$
\begin{equation*}
\operatorname{grad} w_{1}^{\epsilon} \rightharpoonup \operatorname{grad} w_{1}, \quad \operatorname{grad} w_{2}^{\epsilon} \rightharpoonup \operatorname{grad} w_{2} \quad \text { in } \mathrm{X}, \tag{9.47}
\end{equation*}
$$

which, together with the fact that curl grad $=0$, implies that

$$
\begin{equation*}
\operatorname{grad} w_{1}^{\epsilon} \rightharpoonup \operatorname{grad} w_{1}, \quad \operatorname{grad} w_{2}^{\epsilon} \rightharpoonup \operatorname{grad} w_{2} \quad \text { in } H\left(\operatorname{curl}, \mathcal{O}_{0}\right) . \tag{9.48}
\end{equation*}
$$

Since $D^{\epsilon} \rightharpoonup D^{*}$ in $H\left(\operatorname{div}, \mathcal{O}_{0}\right)($ by $(9.44))$ and $\operatorname{grad} w_{1}^{\epsilon} \rightharpoonup \operatorname{grad} w_{1}$ in $H\left(\operatorname{curl}, \mathcal{O}_{0}\right)$ (by (9.48)), the product of the two sequences will converge strongly to the product of the limits in $\mathcal{D}^{\prime}\left(\mathcal{O}_{0}\right)$ by compensated compactness (see Theorem C.2.1 in Appendix C), and similarly for the sequences $B^{\epsilon}$ and $w_{2}^{\epsilon}$. Therefore,

$$
\begin{align*}
& \widehat{D}^{\epsilon} \cdot \operatorname{grad} w_{1}^{\epsilon} \rightarrow \widehat{D}^{*} \cdot \operatorname{grad} w_{1}  \tag{9.49}\\
& \widehat{B}^{\epsilon} \cdot \operatorname{grad} w_{2}^{\epsilon} \rightarrow \widehat{B}^{*} \cdot \operatorname{grad} w_{2}
\end{align*} \quad \text { in } \mathcal{D}^{\prime}\left(\mathcal{O}_{0}\right) .
$$

Moreover, by Theorem 9.4.8,

$$
\begin{align*}
& a^{\epsilon} \operatorname{grad} w_{1}^{\epsilon}+b^{\epsilon} \operatorname{grad} w_{2}^{\epsilon} \rightharpoonup a^{h} \operatorname{grad} w_{1}+b^{h} \operatorname{grad} w_{2},  \tag{9.50}\\
& c^{\epsilon} \operatorname{grad} w_{1}^{\epsilon}+d^{\epsilon} \operatorname{grad} w_{2}^{\epsilon} \rightharpoonup c^{h} \operatorname{grad} w_{1}+d^{h} \operatorname{grad} w_{2}
\end{align*}, \quad \text { in } X .
$$

By the definition of $w^{\epsilon}$ and $w$, as solutions of (9.45) and (9.46), respectively,

$$
\begin{aligned}
& -\operatorname{div}\left(a^{\epsilon} \operatorname{grad} w_{1}^{\epsilon}+b^{\epsilon} \operatorname{grad} w_{2}^{\epsilon}\right)=g_{1}=-\operatorname{div}\left(a^{h} \operatorname{grad} w_{1}+b^{h} \operatorname{grad} w_{2}\right), \\
& -\operatorname{div}\left(c^{\epsilon} \operatorname{grad} w_{1}^{\epsilon}+d^{\epsilon} \operatorname{grad} w_{2}^{\epsilon}\right)=g_{2}=-\operatorname{div}\left(c^{h} \operatorname{grad} w_{1}+d^{h} \operatorname{grad} w_{2}\right)
\end{aligned}
$$

and these, together with (9.50), imply

$$
\begin{align*}
& a^{\epsilon} \operatorname{grad} w_{1}^{\epsilon}+b^{\epsilon} \operatorname{grad} w_{2}^{\epsilon} \rightharpoonup a^{h} \operatorname{grad} w_{1}+b^{h} \operatorname{grad} w_{2}  \tag{9.51}\\
& c^{\epsilon} \operatorname{grad} w_{1}^{\epsilon}+d^{\epsilon} \operatorname{grad} w_{2}^{\epsilon} \rightharpoonup c^{h} \operatorname{grad} w_{1}+d^{h} \operatorname{grad} w_{2}
\end{align*} \quad \text { in } H\left(\operatorname{div}, \mathcal{O}_{0}\right)
$$

The convergence results (9.41) and (9.51) allow us to apply again the compensated compactness result (Theorem C.2.1 in Appendix C) twice, once to the pair of sequences $a^{\epsilon} \operatorname{grad} w_{1}^{\epsilon}+b^{\epsilon} \operatorname{grad} w_{2}^{\epsilon}$ and $\widehat{E}^{\epsilon}$ and once to the pair of sequences $\left.c^{\epsilon} \operatorname{grad} w_{1}^{\epsilon}+d^{\epsilon} \operatorname{grad} w_{2}^{\epsilon}\right) \cdot \widehat{H}^{\epsilon}$ and $\widehat{H}^{\epsilon}$, to obtain

$$
\begin{align*}
& \left(a^{\epsilon} \operatorname{grad} w_{1}^{\epsilon}+b^{\epsilon} \operatorname{grad} w_{2}^{\epsilon}\right) \cdot \widehat{E}^{\epsilon} \rightarrow\left(a^{h} \operatorname{grad} w_{1}+b^{h} \operatorname{grad} w_{2}\right) \cdot \widehat{E}^{*} \\
& \left(c^{\epsilon} \operatorname{grad} w_{1}^{\epsilon}+d^{\epsilon} \operatorname{grad} w_{2}^{\epsilon}\right) \cdot \widehat{H}^{\epsilon} \rightarrow\left(c^{h} \operatorname{grad} w_{1}+d^{h} \operatorname{grad} w_{2}\right) \cdot \widehat{H}^{*} \tag{9.52}
\end{align*}
$$

in $\mathcal{D}^{\prime}\left(\mathcal{O}_{0}\right)$.
Now we observe that the left-hand side of the sum of the two relations in (9.49),

$$
\widehat{D}^{\epsilon} \cdot \operatorname{grad} w_{1}^{\epsilon}+\widehat{B}^{\epsilon} \cdot \operatorname{grad} w_{2}^{\epsilon}
$$

and the left-hand side of the sum of the two relations in (9.52),

$$
\begin{aligned}
& \left(a^{\epsilon} \operatorname{grad} w_{1}^{\epsilon}+b^{\epsilon} \operatorname{grad} w_{2}^{\epsilon}\right) \cdot \widehat{E}^{\epsilon}+\left(c^{\epsilon} \operatorname{grad} w_{1}^{\epsilon}+d^{\epsilon} \operatorname{grad} w_{2}^{\epsilon}\right) \cdot \widehat{H}^{\epsilon}= \\
& \left(a^{\epsilon, t r} \widehat{E}^{\epsilon}+c^{\epsilon, t r} \widehat{H}^{\epsilon}\right) \cdot \operatorname{grad} w_{1}^{\epsilon}+\left(b^{\epsilon, t r} \widehat{E}^{\epsilon}+d^{\epsilon, t r} \widehat{H}^{\epsilon}\right) \cdot \operatorname{grad} w_{2}^{\epsilon},
\end{aligned}
$$

coincide, as long as

$$
a^{\epsilon, t r}=\varepsilon^{\epsilon}, c^{\epsilon, t r}=\xi^{\epsilon}, b^{\epsilon, t r}=\zeta^{\epsilon}, d^{\epsilon, t r}=\mu^{\epsilon},
$$

i.e., $A_{e \ell}=A_{o r}^{t r}$. For this choice, the corresponding right-hand sides

$$
\widehat{D}^{*} \cdot \operatorname{grad} w_{1}+\widehat{B}^{*} \cdot \operatorname{grad} w_{2}
$$

and

$$
\left(a^{h} \operatorname{grad} w_{1}+b^{h} \operatorname{grad} w_{2}\right) \cdot \widehat{E}^{*}+\left(c^{h} \operatorname{grad} w_{1}+d^{h} \operatorname{grad} w_{2}\right) \cdot \widehat{H}^{*}
$$

respectively, are also equal, which on rearrangement yields

$$
\begin{aligned}
& \widehat{D}^{*} \cdot \operatorname{grad} w_{1}+\widehat{B}^{*} \cdot \operatorname{grad} w_{2}= \\
& \left(a^{h, \operatorname{tr}} \widehat{E}^{*}+c^{h, \operatorname{tr}} \widehat{H}^{*}\right) \cdot \operatorname{grad} w_{1}+\left(b^{h, \operatorname{tr}} \widehat{E}^{*}+d^{h, \operatorname{tr}} \widehat{H}^{*}\right) \cdot \operatorname{grad} w_{2} .
\end{aligned}
$$

The fact that $g_{1}$ and $g_{2}$ were arbitrary, so that $\operatorname{grad} w_{1}, \operatorname{grad} w_{2}$ are also arbitrary, implies that

$$
\begin{aligned}
& \widehat{D}^{*}=a^{h, t r} \widehat{E}^{*}+c^{h, t r} \widehat{H}^{*}, \\
& \widehat{B}^{*}=b^{h, \operatorname{tr}} \widehat{E}^{*}+d^{h, t r} \widehat{H}^{*},
\end{aligned}
$$

and this can be interpreted as a homogenised constitutive relation of the form

$$
\begin{aligned}
& \widehat{D}^{*}=\varepsilon^{h} \widehat{E}^{*}+\xi^{h} \widehat{H}^{*} \\
& \widehat{B}^{*}=\zeta^{h} \widehat{E}^{*}+\mu^{h} \widehat{H}^{*}
\end{aligned}
$$

by setting

$$
\varepsilon^{h}:=a^{h, t r}, \xi^{h}:=c^{h, t r}, \zeta^{h}:=b^{h, t r} \mu^{h}:=d^{h, t r}
$$

or in compact notation, $\mathrm{A}_{\mathrm{or}}^{h}:=\left(\mathrm{A}_{\mathrm{e} \ell}^{\mathrm{M}, h}\right)^{t r}$.
Since $\mathcal{O}_{0}$ is arbitrary, we obtain the Laplace transforms of the stated constitutive relations. This completes the proof.

Remark 9.4.15 The result may be extended for $T=\infty$ using energy considerations for properly selected data.

We complete this section by showing the equivalence between the two representations for the homogenised coefficients.

Proposition 9.4.16 The representations (9.16) and (9.34) for the homogenised optical response matrix $\mathrm{A}_{\text {or }}^{h}$ are equivalent.

Proof. We perform the calculation for $\varepsilon^{h}$ only; the calculation for the other elements proceeds analogously. Our claim is that

$$
\left\langle\operatorname{grad}_{y} R_{1} \varepsilon+\operatorname{grad}_{y} R_{2} \zeta\right\rangle=\left\langle\varepsilon \operatorname{grad}_{y} \Lambda^{(1)}+\xi \operatorname{grad}_{y} \Lambda^{(3)}\right\rangle
$$

Consider the $(i, j)$ element of the matrix on the left-hand side:

$$
\begin{aligned}
(L H S)_{i j} & :=\left\langle\sum_{k=1}^{3} \varepsilon_{k j} \partial_{y_{k}} r_{1}^{(i)}+\sum_{k=1}^{3} \zeta_{k j} \partial_{y_{k}} r_{2}^{(i)}\right\rangle \\
& =-\left\langle\left(\sum_{k=1}^{3} \partial_{y_{k}} \varepsilon_{k j}\right) r_{1}^{(i)}+\left(\sum_{k=1}^{3} \partial_{y_{k}} \zeta_{k j}\right) r_{2}^{(i)}\right\rangle \\
& =-\left\langle\left(\operatorname{div}_{y} \varepsilon_{\sharp, j}\right) r_{1}^{(i)}+\left(\operatorname{div}_{y} \zeta_{\sharp, j}\right) r_{2}^{(i)}\right\rangle .
\end{aligned}
$$

We now use (9.14) to write

$$
\begin{aligned}
(L H S)_{i j}= & \left\langle\left(\operatorname{div}_{y}\left(\varepsilon \operatorname{grad}_{y} \Lambda_{j}^{(1)}\right)+\operatorname{div}_{y}\left(\xi \operatorname{grad}_{y} \Lambda_{j}^{(3)}\right)\right) r_{1}^{(i)}+\right. \\
& \left.\left(\operatorname{div}_{y}\left(\zeta \operatorname{grad}_{y} \Lambda_{j}^{(1)}\right)+\operatorname{div}_{y}\left(\mu \operatorname{grad}_{y} \Lambda_{j}^{(3)}\right)\right) r_{2}^{(i)}\right\rangle \\
= & -\left\langle\varepsilon \operatorname{grad}_{y} \Lambda_{j}^{(1)} \cdot \operatorname{grad}_{y} r_{1}^{(i)}+\xi \operatorname{grad}_{y} \Lambda_{j}^{(3)} \cdot \operatorname{grad}_{y} r_{1}^{(i)}+\right. \\
& \left.\zeta \operatorname{grad}_{y} \Lambda_{j}^{(1)} \cdot \operatorname{grad}_{y} r_{2}^{(i)}+\mu \operatorname{grad}_{y} \Lambda_{j}^{(3)} \cdot \operatorname{grad}_{y} r_{2}^{(i)}\right\rangle .
\end{aligned}
$$

Consider now the $(i, j)$ element of the matrix on the right-hand side:

$$
\begin{aligned}
(R H S)_{i j} & :=\left\langle\sum_{k} \varepsilon_{i k} \partial_{y_{k}} \Lambda_{j}^{(1)}+\sum_{k} \xi_{i k} \partial_{y_{k}} \Lambda_{j}^{(3)}\right\rangle \\
& =-\left\langle\left(\operatorname{div}_{y} \varepsilon_{i, \sharp}\right) \Lambda_{j}^{(1)}+\left(\operatorname{div}_{y} \xi_{i, \sharp}\right) \Lambda_{j}^{(3)}\right\rangle .
\end{aligned}
$$

We now recall (9.24). Since $a=\varepsilon^{t r}, \operatorname{div}_{y} a_{\sharp, i}=\operatorname{div}_{y} \varepsilon_{i, \sharp}$, for $i=1,2,3$. Similarly, since $c=\xi^{t r}, \operatorname{div}_{y} c_{\sharp, i}=\operatorname{div}_{y} \xi_{i, \sharp}$, for $i=1,2,3$. Therefore,

$$
\begin{aligned}
(R H S)_{i j} & =\left\langle\left(\operatorname{div}_{y}\left(\varepsilon^{t r} \operatorname{grad}_{y} r_{1}^{(i)}\right)+\operatorname{div}_{y}\left(\zeta^{t r} \operatorname{grad}_{y} r_{2}^{(i)}\right) \Lambda_{j}^{(1)}\right.\right. \\
& +\left(\operatorname{div}_{y}\left(\xi^{t r} \operatorname{grad}_{y} r_{1}^{(i)}\right)+\operatorname{div}_{y}\left(\mu^{t r} \operatorname{grad}_{y} r_{2}^{(i)}\right) \Lambda_{j}^{(3)}\right\rangle \\
& =-\left\langle\varepsilon^{t r} \operatorname{grad}_{y} r_{1}^{(i)} \cdot \operatorname{grad}_{y} \Lambda_{j}^{(1)}+\zeta^{t r} \operatorname{grad}_{y} r_{2}^{(i)} \cdot \operatorname{grad}_{y} \Lambda_{j}^{(1)}\right. \\
& \left.+\xi^{t r} \operatorname{grad}_{y} r_{1}^{(i)} \cdot \operatorname{grad}_{y} \Lambda_{j}^{(3)}+\mu^{t r} \operatorname{grad}_{y} r_{2}^{(i)} \cdot \operatorname{grad}_{y} \Lambda_{j}^{(3)}\right\rangle \\
& =-\left\langle\operatorname{grad}_{y} r_{1}^{(i)} \cdot \varepsilon \operatorname{grad}_{y} \Lambda_{j}^{(1)}+\operatorname{grad}_{y} r_{2}^{(i)} \cdot \zeta \operatorname{grad}_{y} \Lambda_{j}^{(1)}\right. \\
& \left.+\operatorname{grad}_{y} r_{1}^{(i)} \cdot \xi \operatorname{grad}_{y} \Lambda_{j}^{(3)}+\operatorname{grad}_{y} r_{2}^{(i)} \cdot \mu \operatorname{grad}_{y} \Lambda_{j}^{(3)}\right\rangle
\end{aligned}
$$

Clearly, $(L H S)_{i j}=(R H S)_{i j}$ for all $i, j=1,2,3$.

### 9.5 GENERAL BIANISOTROPIC MEDIA

We now include the effects of dispersion, modelled in the constitutive relation through $\mathrm{G}_{\mathrm{d}}^{\epsilon}(x)$. There are several ways to address this problem, each having its own advantages and disadvantages. We choose here to sketch two alternative ways based, respectively, either on the reduction to a properly selected elliptic homogenisation problem, which in essence is a generalisation of the approach adopted for the optical response model, or on a rigorisation of the double-scale expansion method, the periodic unfolding method.

In the first approach, we apply the Laplace transform on the Maxwell system, reducing the problem to a static one similar in form to that addressed for the optical response. In principle, the whole argument we have presented for the optical response may be translated almost verbatim for the Laplace transform of the full model, and we show that the Laplace transforms of the fields $\widehat{u}^{\epsilon}=\left(\widehat{E}^{\epsilon}, \widehat{H}^{\epsilon}\right)^{t r}, \widehat{\mathrm{~d}}^{\epsilon}=\left(\widehat{D}^{\epsilon}, \widehat{B}^{\epsilon}\right)^{t r}$ have well-defined weak limits $\widehat{u}^{*}=\left(\widehat{E}_{1}^{*}, \widehat{H}_{2}^{*}\right)^{t r}$ and $\widehat{\mathrm{d}}^{\epsilon}=\left(\widehat{D}^{\epsilon}, \widehat{B}^{\epsilon}\right)^{t r}$, respectively, as $\epsilon \rightarrow 0$, which solves a static equation similar to (9.42). This homogenisation procedure, based on the connections with relevant problems for elliptic systems, provides a linear relationship between $\widehat{\mathrm{d}}^{*}$ and $\widehat{u}^{*}$ in terms of a constant coefficients matrix ${\widehat{A_{\text {or }}}}^{h}$, such that $\widehat{\mathrm{d}}^{*}={\widehat{\mathrm{A}_{\text {or }}}}^{h} \widehat{u}^{*}$. However, although this approach yields nice expressions for $\widehat{A_{\text {or }}}{ }^{h}$, this is not exactly what we are interested in, and we need to invert the Laplace transform before we obtain a useful answer in the time domain. The inversion of Laplace transforms is not an easy task; however, various analytic and numerical techniques are available.

There are technical intricacies involved in this approach. Two of these consist (a) in proving that $\widehat{u}^{*}, \widehat{\mathrm{~d}}^{*}$ are vector valued functions that correspond to the Laplace transform of suitable vector fields $u^{*}, \mathrm{~d}^{*}$ in the time domain and (b) that the homogenised equation in a form similar to (9.42) can indeed be transformed by the inverse Laplace transform to a Maxwelltype system in the time domain. These problems are related to the fact that now the equation contains a complex parameter $p$; the solution of the equation must be a holomorphic function of this parameter so that it corresponds to a well-defined Laplace transform of a vector field. Furthermore, the corresponding auxiliary elliptic system will now be an elliptic system with complex coefficients, the homogenisation of which requires some extra care. These technical matters can be dealt with in a satisfactory manner, but rather advanced techniques from complex analysis are needed. However, leaving the above complications aside, homogenisation analysis for the Laplace transformed problem remains useful when treated for fixed $p$, as it leads to fixed frequency homogenisation results, which may often lead to interesting conclusions regarding the behaviour of composite materials (see, e.g., [428]). For this reason, in Section 9.5 .1 we sketch the homogenisation problem for dispersive media using the Laplace transform and provide expressions for the coefficients of the homogenised medium.

The second approach to treating the problem with dispersion is to work directly in the time domain, introducing the concepts of two-scale convergence and the periodic unfolding method. This approach bypasses the need to use the Laplace transform and provides results for the homogenised constitutive relations directly in the time domain, rather than their Laplace transformed versions. In Section 9.5.2 we present a detailed discussion of the homogenisation problem using the periodic unfolding method.

### 9.5.1 Homogenisation using Laplace transforms

Definition 9.5.1 Let

$$
\mathrm{A}_{\mathfrak{L}}(y, p):=\left(\begin{array}{cc}
\varepsilon+\widehat{\varepsilon}_{d} & \xi+\widehat{\xi}_{d} \\
\zeta+\widehat{\zeta}_{d} & \mu+\widehat{\mu}_{d}
\end{array}\right)=:\left(\begin{array}{cc}
\varepsilon_{\mathfrak{s}} & \xi_{\mathfrak{z}} \\
\zeta_{\mathfrak{s}} & \mu_{\mathfrak{\mathfrak { }}}
\end{array}\right)
$$

where $\widehat{\mathfrak{s}}$ denotes the Laplace transform of $\mathfrak{s}$.
We impose the following assumption on the matrix $\mathrm{A}_{\mathfrak{L}}(y, p)$ :
Assumption 9.5.2
(i) The matrix $\mathrm{A}_{\mathfrak{L}}(y, p)$ satisfies

$$
\begin{equation*}
\left(\operatorname{Re} \mathrm{A}_{\mathfrak{E}}(y, p)\right) u \cdot u \geq c\|u\|^{2}, \quad y \in Y, p \in \mathbb{C}_{+}, u \in \mathbb{R}^{6} \tag{9.53}
\end{equation*}
$$

(ii) The matrix $\mathrm{A}_{\mathfrak{z}}(y, p)^{-1}$ satisfies

$$
\begin{equation*}
\left(\mathcal{R e} \mathrm{A}_{\mathfrak{z}}(y, p)^{-1}\right) u \cdot u \geq c\|u\|^{2}, \quad y \in Y, p \in \mathbb{C}_{+}, u \in \mathbb{R}^{6} \tag{9.54}
\end{equation*}
$$

This is, e.g., satisfied if $\mathrm{G}_{\mathrm{d}}(y, t)$ is small compared to $\mathrm{A}_{\mathrm{or}}(y), y \in Y$.
Let $r^{(j)}=\left(r_{1}^{(j)}, r_{2}^{(j)}\right)^{t r}, v^{(j)}=\left(v_{1}^{(j)}, v_{2}^{(j)}\right)^{t r}, j=1,2,3$, be the solutions of the elliptic systems

$$
\begin{equation*}
L_{\mathfrak{z}, \operatorname{per}}\binom{r_{1}^{(j)}}{r_{2}^{(j)}}=\binom{\operatorname{div}_{y}\left(\varepsilon_{\mathfrak{R}}\right)_{j, \sharp}}{\operatorname{div}_{y}\left(\xi_{\mathfrak{z}}\right)_{j, \sharp}}, L_{\mathfrak{R}, \mathrm{per}}\binom{v_{1}^{(j)}}{v_{2}^{(j)}}=\binom{\operatorname{div}_{y}\left(\zeta_{\mathfrak{z}}\right)_{j, \sharp}}{\operatorname{div}_{y}\left(\mu_{\mathfrak{z}}\right)_{j, \sharp}}, \tag{9.55}
\end{equation*}
$$

where

$$
L_{\mathfrak{L}, \text { per }}=\operatorname{div}_{y}\left(\mathrm{~A}_{\mathfrak{L}}^{\operatorname{tr}}(y, p) \operatorname{grad}_{y}\right)
$$

Define

$$
\begin{align*}
& \varepsilon_{\mathfrak{z}}^{h}:=\left\langle\varepsilon_{\mathfrak{s}}+\varepsilon_{\mathfrak{s}} \operatorname{grad}_{y} R_{1}+\zeta_{\mathfrak{x}} \operatorname{grad}_{y} R_{2}\right\rangle, \\
& \zeta_{\mathfrak{s}}^{h}:=\left\langle\zeta_{\mathfrak{s}}+\varepsilon_{\mathfrak{s}} \operatorname{grad}_{y} V_{1}+\zeta_{\mathfrak{s}} \operatorname{grad}_{y} V_{2}\right\rangle, \\
& \xi_{\mathfrak{s}}^{h}:=\left\langle\xi_{\mathfrak{n}}+\xi_{\mathfrak{x}} \operatorname{grad}_{y} R_{1}+\mu_{\mathfrak{n}} \operatorname{grad}_{y} R_{2}\right\rangle,  \tag{9.56}\\
& \mu_{\mathfrak{n}}^{h}:=\left\langle\mu_{\mathfrak{s}}+\xi_{\mathfrak{x}} \operatorname{grad}_{y} V_{1}+\mu_{\mathfrak{x}} \operatorname{grad}_{y} V_{2}\right\rangle,
\end{align*}
$$

where

$$
\operatorname{grad}_{y} \mathfrak{S}_{\ell}=\left(\begin{array}{ccc}
\partial_{y_{1}} \mathfrak{s}_{\ell}^{(1)} & \partial_{y_{2}} \mathfrak{s}_{\ell}^{(1)} & \partial_{y_{3}} \mathfrak{s}_{\ell}^{(1)} \\
\partial_{y_{1}} \mathfrak{s}_{\ell}^{(2)} & \partial_{y_{2}} \mathfrak{s}_{\ell}^{(2)} & \partial_{y_{3}} \mathfrak{s}_{\ell}^{(2)} \\
\partial_{y_{1}} \mathfrak{s}_{\ell}^{(3)} & \partial_{y_{2}} \mathfrak{s}_{\ell}^{(3)} & \partial_{y_{3}} \mathfrak{s}_{\ell}^{(3)}
\end{array}\right), \ell=1,2,
$$

and $\mathfrak{S}$ and $\mathfrak{s}$ are proxies for $R, V$ and $r, v$, respectively.
The matrices defined in (9.56) are constant matrices, depending on $p \in \mathbb{C}^{+}$ as a parameter. Assuming for the time being (see the comments in the proof of Theorem 9.5.4) that the dependence in $p$ is such that the result corresponds to the Laplace transform of a function in the time domain, we have the following.

Definition 9.5.3 The Laplace transform of the homogenised constitutive relation is given by

$$
\widehat{\mathrm{d}}^{h}=\mathrm{A}_{\mathfrak{z}}^{h} \widehat{u}
$$

where

$$
\mathrm{A}_{\mathfrak{z}}^{h}=\left(\begin{array}{ll}
\varepsilon_{\mathfrak{n}}^{h} & \xi_{\mathfrak{s}}^{h} \\
\zeta_{\mathfrak{z}}^{h} & \mu_{\mathfrak{x}}^{h}
\end{array}\right)
$$

Inversion of the Laplace transform will then lead to a homogenised constitutive relation in the time domain in the form of a convolution operator

$$
\mathrm{d}=\mathrm{A}_{\mathrm{or}}^{h} u+\mathrm{G}_{\mathrm{d}}^{h} \star u
$$

where the homogenised optical response matrix $A_{o r}^{h}$ and the homogenised dispersion matrix $\mathrm{G}_{\mathrm{d}}^{h}$ are obtained from $\mathrm{A}_{\mathfrak{z}}^{h}$ by the inversion of the Laplace transform.

The following theorem holds.
ThEOREM 9.5.4 The solution $u^{\epsilon}=\left(E^{\epsilon}, H^{\epsilon}\right)^{\text {tr }}$ of system (9.6-9.7) satisfies

$$
u^{\epsilon} \stackrel{*}{\rightharpoonup} u^{*}, \quad \text { in } L^{\infty}([0, T], \mathbb{X}),
$$

where $u^{*}=\left(E^{*}, H^{*}\right)^{t r}$ is the unique solution of the homogeneous Maxwell system

$$
\begin{equation*}
\left(\mathrm{d}^{*}\right)^{\prime}=\mathrm{M} u^{*}+j, \quad \text { in }(0, T] \times \mathcal{O}, \tag{9.57}
\end{equation*}
$$

with zero initial conditions and the perfect conductor boundary condition, and subject to the constitutive relations

$$
\begin{equation*}
\mathrm{d}^{*}=\mathrm{A}_{o r}^{h} u^{*}+\mathrm{G}_{d}^{h} \star u^{*} \tag{9.58}
\end{equation*}
$$

such that $\mathrm{A}_{\text {or }}^{h}+\widehat{\mathrm{G}_{d}^{h}}=\mathrm{A}_{\mathfrak{z}}^{h}$, where $\mathrm{A}_{\mathfrak{z}}^{h}$ is defined as in Definition 9.5.3.
Proof. The greatest part of the proof is analogous with that of the proof of the optical response case (see Theorem 9.4.14) and is therefore omitted. The elliptic homogenisation result is complicated by the observation that now the components of the elliptic system depend on $p \in \mathbb{C}^{+}$. Assumption 9.5.2 allows us to homogenise the auxiliary elliptic problems for all $p$ and, following similar arguments as for the optical response problem, identify the Laplace transform of the homogenised constitutive relation as the one given in Definition 9.5.3. This relation depends on $p$ as a parameter. For fixed $p$, these results can be used as fixed frequency homogenisation results. To be able to invert the Laplace transform and find homogenised constitutive relations in the time domain, we must show that the homogenised constitutive relation corresponds to the Laplace transform of a vector valued function. This requires detailed estimates on the dependence of the Laplace transform on $p$. These estimates can be obtained by extending the techniques of [206] or [374].
Remark 9.5.5 Theorem 9.5 .4 can be extended under additional assumptions about the data of the problem (e.g., under the assumption of positivity of the kernels $\mathrm{G}_{\mathrm{d}}$ ) to include the case $T=\infty$.

Remark 9.5.6 It is clear that $J$ can also depend on $\epsilon>0$, provided one makes suitable assumptions about its behaviour as $\epsilon \rightarrow 0$.

### 9.5.2 The periodic unfolding method

In 1990, Arbogast, Douglas and Hornung defined a "dilation" operator in [17] to study homogenisation for a periodic medium with double porosity. In 2002, Cioranescu, Damlamian and Griso expanded this idea and presented, in [95], a general and simple approach for classical or multiscale periodic homogenisation under the name periodic unfolding method, a complete presentation of which can be found in [96]. The periodic unfolding method is essentially based on two ingredients: the "unfolding operator" (which is similar to the dilation operator and whose effect is to "zoom" the microscopic structure in a periodic manner), and the separation of the characteristic scales by decomposing every function $\phi \in W^{1, p}(\mathcal{O})$ into two parts; this scale splitting can be achieved either by using the local average or by a procedure inspired by the finite element method. Let us also mention that the periodic unfolding method simplifies many of the two-scale convergence proofs.

Let $Y=\left[0, \ell_{1}\right] \times\left[0, \ell_{2}\right] \times\left[0, \ell_{3}\right]$ be the reference periodic cell and for each $x \in \mathbb{R}^{3}$, define $[x]_{Y}:=\sum_{i=1}^{3} k_{i} \ell_{i}$ as the unique integer combination of periods such that $\{x\}_{Y}:=x-[x]_{Y} \in Y$. This definition implies that $x=\epsilon\left(\left[\frac{x}{\epsilon}\right]_{Y}+\left\{\frac{x}{\epsilon}\right\}_{Y}\right)$ a.e. for all $x \in \mathbb{R}^{3}$. Define $\widehat{\mathcal{O}}_{\epsilon}$ as the largest union of translated and rescaled $\epsilon(k+Y)$ cells that are included in $\mathcal{O}, \Lambda_{\epsilon}=\mathcal{O} \backslash \widehat{\mathcal{O}}_{\epsilon}$ is the subset of $\mathcal{O}$ containing the translated and rescaled cells that intersect $\partial \mathcal{O}$.

Definition 9.5.7 (The periodic unfolding operator) The periodic unfolding operator $\mathcal{T}^{\epsilon}: L^{2}(\mathcal{O}) \rightarrow L^{2}(\mathcal{O} \times Y)$ is defined by

$$
\mathcal{T}^{\epsilon}(\mathfrak{u})(x, y)=\left\{\begin{array}{cl}
\mathfrak{u}\left(\epsilon\left[\frac{x}{\epsilon}\right]_{Y}+\epsilon y\right) & \text { for } x \in \widehat{\mathcal{O}}_{\epsilon}, y \in Y \\
0 & \text { for } x \in \Lambda_{\epsilon}, y \in Y
\end{array}\right.
$$

If $\mathfrak{u}=a^{\epsilon}(x)=a_{\text {per }}\left(\frac{x}{\epsilon}\right)$, where $a_{\text {per }}$ is a periodic function of period $Y$, then $\mathcal{T}^{\epsilon}\left(a^{\epsilon}\right)(x, y)=a_{\text {per }}(y)$. This shows that the action of the operator $\mathcal{T}^{\epsilon}$ is to "magnify" the periodic microstructure. Clearly, for functions of the special type considered above, $\mathcal{T}^{\epsilon}(a)(x, y) \rightarrow a_{\text {per }}(y)$, a.e. in $\mathcal{O} \times Y$. This result extends trivially for matrix valued functions of this special type.

Furthermore, the following properties of $\mathcal{T}^{\epsilon}$ are very important:
Theorem 9.5.8 (Properties of $\mathcal{T}^{\epsilon}$ [70])
(i) $\mathcal{T}^{\epsilon}$ is a linear and continuous operator.
(ii) For all $\mathfrak{u}, \mathfrak{v} \in L^{2}(\mathcal{O}), \mathcal{T}^{\epsilon}(\mathfrak{u} \mathfrak{v})=\mathcal{T}^{\epsilon}(\mathfrak{u}) \mathcal{T}^{\epsilon}(\mathfrak{v})$.
(iii) For all $\mathfrak{u} \in L^{2}(\mathcal{O})$,

$$
\int_{\mathcal{O}} \mathfrak{u}(x) d x=\frac{1}{|Y|} \int_{\mathcal{O} \times Y} \mathcal{T}^{\epsilon}(\mathfrak{u})(x, y) d x d y+\mathscr{C}(\epsilon)
$$

where $\mathscr{C}(\epsilon)$ is a correction term that may be shown to be negligible in the limit as $\epsilon \rightarrow 0$.

The following convergence results hold for $\mathcal{T}^{\epsilon}$ :

## Theorem 9.5.9 (Weak compactness results [70])

(i) If $\left\{\mathfrak{u}^{\epsilon}\right\}$ is uniformly bounded in $L^{2}(\mathcal{O})$, then there exists $\mathfrak{u} \in L^{2}(\mathcal{O} \times Y)$ such that $\mathcal{T}^{\epsilon}\left(\mathfrak{u}^{\epsilon}\right) \rightharpoonup \mathfrak{u}$ in $L^{2}(\mathcal{O} \times Y)$ (up to subsequences).
(ii) If $\left\{\mathfrak{u}^{\epsilon}\right\}$ is uniformly bounded in $H(\operatorname{curl}, \mathcal{O})$, then there exists a triplet $(\mathfrak{u}, \mathfrak{v}, \mathfrak{w}) \in H(\operatorname{curl}, \mathcal{O}) \times L^{2}\left(\mathcal{O}, H_{\text {per }}^{1}(Y ; \mathbb{R})\right) \times L^{2}\left(\mathcal{O}, H_{\text {per }}^{1}\left(Y ; \mathbb{R}^{3}\right)\right)$, with $\operatorname{div}_{y} \mathfrak{w}=0$ so that

$$
\begin{aligned}
& \mathfrak{u}^{\epsilon} \rightharpoonup \mathfrak{u}, \quad \text { in } H(\operatorname{curl}, \mathcal{O}), \\
& \mathcal{T}^{\epsilon}\left(\mathfrak{u}^{\epsilon}\right) \rightharpoonup \mathfrak{u}+\operatorname{grad}_{y} \mathfrak{v} \quad \text { in } L^{2}\left(\mathcal{O} \times Y ; \mathbb{R}^{3}\right), \\
& \mathcal{T}^{\epsilon}\left(\operatorname{curlu}^{\epsilon}\right) \rightharpoonup \operatorname{curl}_{x} \mathfrak{u}+\operatorname{curl}_{y} \mathfrak{w} \quad \text { in } L^{2}\left(\mathcal{O} \times Y ; \mathbb{R}^{3}\right)
\end{aligned}
$$

(iii) If $\left\{\mathfrak{u}^{\epsilon}\right\}$ is bounded in $L^{2}(\mathcal{O})$ and such that $\mathcal{T}^{\epsilon}\left(\mathfrak{u}^{\epsilon}\right) \rightharpoonup \widehat{\mathfrak{u}}$ in $L^{2}(\mathcal{O} \times Y)$, then

$$
\mathfrak{u}^{\epsilon} \rightharpoonup \mathfrak{u}:=\frac{1}{|Y|} \int_{Y} \widehat{\mathfrak{u}} d y
$$

Remark 9.5.10 The functions $\mathfrak{v}, \mathfrak{w}$ are to be understood as "correctors". $\mathfrak{v}(x, y)$ is a scalar and $\mathfrak{v}$ can be understood as a function $\mathfrak{v}: \mathcal{O} \rightarrow H_{\text {per }}^{1}(Y)$, such that $\int_{\mathcal{O}}\|\mathfrak{v}\|_{H_{\mathrm{per}}^{1}(Y)}^{2} d x<\infty$, whereas $\mathfrak{w}(x, y)$ is a three-vector and $\mathfrak{w}$ can be understood as a function $\mathfrak{w}: \mathcal{O} \rightarrow H_{\text {per }}^{1}\left(Y ; \mathbb{R}^{3}\right) \simeq\left(H_{\text {per }}^{1}(Y)\right)^{3}$, such that $\int_{\mathcal{O}}\|\mathfrak{w}\|_{H_{\mathrm{per}}^{1}\left(Y ; \mathbb{R}^{3}\right)}^{2} d x<\infty$.

Remark 9.5.11 Some of the weak compactness results stated in Theorem 9.5.9 hold in the $L^{p}$ setting for $1 \leq p<\infty$.

The above weak compactness results allow us to derive a homogenised Maxwell equation. We first define the following auxiliary system:

Definition 9.5.12 (Cell equations) Let $r_{k} \in H_{p e r}^{1}(Y) \times H_{\text {per }}^{1}(Y), m_{k} \in$ $W^{2,1}\left([0, T] ; H_{p e r}^{1}(Y) \times H_{p e r}^{1}(Y)\right), h_{k} \in W^{1,1}\left([0, T] ; H_{p e r}^{1}(Y) \times H_{p e r}^{1}(Y)\right), k=$ $1, \ldots, 6$ be the solutions of the following systems
$-\operatorname{div}_{y}\left(\mathrm{~A}_{o r}(y) \operatorname{grad}_{y} r_{k}\right)=\operatorname{div}_{y}\left(\mathrm{~A}_{\text {or }}(y) e_{k}\right)$,
$-\operatorname{div}_{y}\left(\mathrm{~A}_{o r}(y) \operatorname{grad}_{y} m_{k}(t, y)+\left(\mathscr{G} m_{k}\right)(t, y)\right)=-\operatorname{div}_{y}\left(\mathrm{~A}_{o r}(y) e_{k}\right)$,
$-\operatorname{div}_{y}\left(\mathrm{~A}_{o r}(y) \operatorname{grad}_{y} h_{k}(t, y)+\left(\mathscr{G} h_{k}\right)(t, y)\right)=-\operatorname{div}_{y}\left(\mathrm{G}_{d}(t, y)\left(e_{k}+\operatorname{grad}_{y} r_{k}(y)\right)\right)$,
where $\left(\mathscr{G}_{\mathfrak{s}}\right)(t, y):=\int_{0}^{t} \mathrm{G}_{d}(t-s, y) \operatorname{grad}_{y} \mathfrak{s}(s, y) d s$ and $e_{k}$ is the canonical basis in $\mathbb{R}^{6}$.

REmark 9.5.13 Note that if $k=1,2,3$, then

$$
\operatorname{div}_{y}\left(\mathrm{~A}_{\text {or }}(y) e_{k}\right)=\left(\operatorname{div}_{y} \varepsilon_{\sharp, k}, \operatorname{div}_{y} \zeta_{\sharp, k}\right)^{t r} .
$$

On the other hand, if $k=4,5,6$, then

$$
\operatorname{div}_{y}\left(\mathrm{~A}_{\text {or }}(y) e_{k}\right)=\left(\operatorname{div}_{y} \xi_{\sharp, k-3}, \operatorname{div}_{y} \mu_{\sharp, k-3}\right)^{t r}
$$

By the symmetry properties of $\mathrm{A}_{\text {or }}$, this shows that the equations for $r_{k}$, $k=1,2, \cdots, 6$ are related to the equations for $r^{(j)}, v^{(j)}, j=1,2,3$ (see (9.24), where $r_{k}, k=1,2,3$ corresponds to $r^{(k)}$ and $r_{k}, k=4,5,6$ corresponds to $v^{(k-3)}$. The equations related to $m_{k}$ were not encountered before since they correspond to correctors related to the initial conditions, and in the previous sections we were considering the initial conditions to be homogeneous. The integrodifferential equations related to $h_{k}$ in their Laplace transformed version are similar to those encountered before in Section 9.5.1.

Definition 9.5.14 (Homogenised coefficients) The homogenised optical response matrix $\mathrm{A}_{\text {or }}^{h}$ and the family of homogenised dispersion matrices $\left\{\mathrm{G}_{d}^{h}(t)\right\}, t \in[0, T]$ consist of the columns

$$
\begin{aligned}
& \left(\mathrm{A}_{o r}^{h}\right)_{\sharp, k}=\int_{Y} \mathrm{~A}_{o r}(y) \mathfrak{r}_{k}(y) d y, \\
& \left(\mathrm{G}_{d}^{h}(t)\right)_{\sharp, k}=\int_{Y} \mathrm{G}_{d}(t, y) \mathfrak{r}_{k}(y) d y+\int_{Y} \mathrm{~A}_{\text {or }}(y) \operatorname{grad}_{y} h_{k}(t, y) d y+\int_{Y}\left(\mathscr{G} h_{k}\right)(t, y) d y \\
& \text { for } \left.k=1, \ldots, 6 \text {, where } \mathfrak{r}_{k}:=e_{k}+\operatorname{grad}_{y} r_{k}(y)\right) \text { and }\left(\mathscr{G} h_{k}\right)(t, y) \text { is as in } \\
& \text { Definition 9.5.12. }
\end{aligned}
$$

Remark 9.5.15 In view of Remark 9.5.13, we observe that the results for the homogenised optical response $\mathrm{A}_{\mathrm{or}}^{h}$ provided by the periodic unfolding method in Definition 9.5 .14 (see Theorem 9.5.16) coincide with the results for the homogenised optical response provided by the Laplace transform method (see Section 9.4.2, equation (9.34)). Furthermore, the results for the homogenised dispersive part, when Laplace transformed, coincide with those obtained by the Laplace transform method in Section 9.5.1.

The following theorem [70] provides a rigorous homogenisation result for the Maxwell equations, including the effects of dispersion in the time domain. Note that for the sake of completeness and to show the effects of nonhomogeneous initial conditions in the homogenisation procedure, for the rest of this section we relax the assumption that the initial condition of system (9.6) (9.7) is the homogeneous one, and we substitute for it $u^{\epsilon}(0)=u_{0}$.

Theorem 9.5.16 The solution $u^{\epsilon}$ of (9.6-9.7) is such that

$$
u^{\epsilon} \stackrel{*}{\rightharpoonup} u \text { in } L^{\infty}\left([0, T], \mathbb{X}_{\mathrm{M}}\right),
$$

where $u$ is the solution of the homogenised Maxwell system

$$
\left(\mathrm{A}_{o r}^{h} u+\mathrm{G}_{d}^{h} \star u\right)^{\prime}=\mathrm{M} u+j^{h}
$$

with $\mathrm{A}_{\text {or }}^{h}, \mathrm{G}_{d}^{h}$ given as in Definition 9.5 .14 and $j^{h}=j+\left(\mathcal{J}_{0} u_{0}\right)^{\prime}$ where $\mathcal{J}_{0}$ is a matrix valued function of $t$ with columns defined by

$$
\left(\mathcal{J}_{0}(t)\right)_{\sharp, k}=\int_{Y}\left(\mathrm{~A}_{o r}(y) \operatorname{grad}_{y} m_{k}(t, y)+\int_{0}^{t} \mathrm{G}_{d}(t-s, y) \operatorname{grad}_{y} m_{k}(s, y)\right) d y .
$$

Proof. The solvability results, which yield uniform bounds in $\epsilon$ and $t>0$ for the sequences $u^{\epsilon}$ and $\left(u^{\epsilon}\right)^{\prime}$ in $\mathbb{X}_{M}$ and $\mathbb{X}$, respectively, combined with the weak compactness results of Theorem 9.5.9 guarantee the existence of a triplet of functions $(u, v, w)$ such that

$$
\begin{align*}
& u^{\epsilon} \stackrel{*}{\rightharpoonup} u \text { in } L^{\infty}\left([0, T], \mathbb{X}_{M}\right), \\
& \mathcal{T}^{\epsilon}\left(u^{\epsilon}\right) \stackrel{*}{\rightharpoonup} u+\operatorname{grad}_{y} v \text { in } L^{\infty}\left([0, T], L^{2}(\mathcal{O}, H(\operatorname{curl}, Y))\right),  \tag{9.59}\\
& \mathcal{T}^{\epsilon}\left(\left(u^{\epsilon}\right)^{\prime}\right) \stackrel{*}{\rightharpoonup} u^{\prime}+\operatorname{grad}_{y} v^{\prime} \text { in } L^{\infty}\left([0, T], L^{2}\left(\mathcal{O} \times Y ; \mathbb{R}^{6}\right)\right), \\
& \mathcal{T}^{\epsilon}\left(\operatorname{curl}_{x} u^{\epsilon}\right) \stackrel{*}{\rightharpoonup} \operatorname{curl}_{x} u+\operatorname{curl}_{y} w \text { in } L^{\infty}\left([0, T], L^{2}\left(\mathcal{O} \times Y ; \mathbb{R}^{6}\right)\right) .
\end{align*}
$$

We now use Theorem 9.5.8 to deduce that

$$
\mathcal{T}^{\epsilon}\left(\mathrm{A}_{\mathrm{or}}^{\epsilon} u^{\epsilon}+\mathrm{G}_{\mathrm{d}}^{\epsilon} \star u^{\epsilon}\right) \xrightarrow{*} \mathrm{~A}_{\mathrm{or}}^{h}\left(u+\operatorname{grad}_{y} v\right)+\mathrm{G}_{\mathrm{d}}^{h} \star\left(u+\operatorname{grad}_{y} v\right)
$$

in $L^{\infty}\left([0, T], L^{2}(\mathcal{O} \times Y)\right)$, for some matrices $\mathrm{A}_{\mathrm{or}}^{h}, \mathrm{G}_{\mathrm{d}}^{h}$ to be specified later on.
Consider the weak formulation of the original Maxwell system using a test function of the form $\theta^{\epsilon}=\phi(x) \psi\left(\left\{\frac{x}{\epsilon}\right\}\right)$ for $\phi \in \mathcal{D}(\mathcal{O}), \psi \in \mathcal{D}(Y)$. Applying the essential identity of the periodic unfolding method (Theorem 9.5.8, statement (iii)) three times, (i) for $\mathfrak{u}=\left(\mathrm{A}_{\text {or }}^{\epsilon} u^{\epsilon}+\mathrm{G}_{\mathrm{d}}^{\epsilon} \star u^{\epsilon}\right) \cdot \theta^{\epsilon}$, (ii) for $\mathfrak{u}=\mathrm{M} u^{\epsilon} \cdot \theta^{\epsilon}$, and (iii) for $\mathfrak{u}$ being the product of the source terms and the initial conditions with the test function, and using the results concerning the action of the operator $\mathcal{T}^{\epsilon}$ on the test function, as well as the results on the weak star convergences presented in (9.59), we obtain that in the limit as $\epsilon \rightarrow 0$, the weak form of the full Maxwell equation converges to

$$
\begin{equation*}
\int_{\mathcal{O} \times Y} \mathcal{L}\left(u+\operatorname{grad}_{y} v\right) \cdot \theta d x d y=\int_{\mathcal{O} \times Y}\left(\mathrm{M}_{x} u+\mathrm{M}_{y} w+j+\mathrm{A}_{\mathrm{or}}^{h} u_{0}\right) \cdot \theta d x d y \tag{9.60}
\end{equation*}
$$

for all $v \in L^{2}(\mathcal{O} \times Y)$, where we have also used the density of the tensor product $\mathcal{D}(\mathcal{O}) \otimes \mathcal{D}(Y)$ in $L^{2}(\mathcal{O} \times Y)$, and $\mathcal{L}$ denotes the constitutive operator.

We now wish to identify the matrices $\mathrm{A}_{\mathrm{or}}^{h}$ and $\mathrm{G}_{\mathrm{d}}^{h}$ in (9.60). This is done by considering properly selected test functions. We first choose in (9.60) test functions of the form

$$
\theta(x, y)=\phi(x) \operatorname{grad}_{y} \psi=\left(\phi(x) \operatorname{grad}_{y} \psi_{1}(y), \phi(x) \operatorname{grad}_{y} \phi_{2}(y)\right)^{t r}
$$

where $\phi \in L^{2}(\mathcal{O}), \psi_{1}, \psi_{2} \in H_{\text {per }}^{1}(Y)$ are scalar functions. For this choice of test functions, the only nonvanishing terms in the weak formulation (9.60) are

$$
\begin{equation*}
\int_{Y} \mathcal{L}\left(u+\operatorname{grad}_{y} v\right) \cdot \operatorname{grad}_{y} \psi d y=\int_{Y} \mathrm{~A}_{\mathrm{or}}^{h} u_{0} \cdot \operatorname{grad}_{y} \psi d y \tag{9.61}
\end{equation*}
$$

for all $\psi \in H_{\mathrm{per}}^{1}(Y) \times H_{\mathrm{per}}^{1}(Y)$. In the above equation, $u=u(t, x), u_{0}=u_{0}(x)$ are known fields (in principle), whereas $v=v(t, x, y)$ is a corrector field to be determined. Thus, equation (9.61) can be considered an integrodifferential equation for $v$, driven by $\mathcal{L} u$, so that we may look for a solution in the form

$$
\begin{equation*}
v(t, x, y)=R^{\ddagger}(y) \cdot u(t, x)+M^{\ddagger}(y) \cdot u_{0}(x)+\int_{0}^{t} H^{\ddagger}(t-s, y) \cdot u(s, x) d s \tag{9.62}
\end{equation*}
$$

where $R^{\ddagger}, M^{\ddagger}, H^{\ddagger}$ are six-vectors. Rather than splitting the six-vectors in two three-vectors, as, e.g., in $u=\left(u_{1}, u_{2}\right)^{t r}$, it is convenient to re-express $u$ as $u=\left(u^{1}, \ldots, u^{6}\right)^{t r}$, and similarly for the initial condition, to avoid any confusion. On the other hand, for the components of $R^{\ddagger}, M^{\ddagger}$ and $H^{\ddagger}$, we use the standard notation for the components $\mathfrak{S}=\left(\mathfrak{s}_{1}, \ldots, \mathfrak{s}_{6}\right)^{t r}$, to avoid awkward notation in the homogenisation formulae. With this notation, (9.62) becomes

$$
\begin{equation*}
v=\sum_{k=1}^{6} r_{k} u^{k}+\sum_{k=1}^{6} m_{k} u_{0}^{k}+\sum_{k=1}^{6} h_{k} \star u^{k} \tag{9.63}
\end{equation*}
$$

where $v=v(t, x, y), r_{k}=r_{k}(y), m_{k}=m_{k}(t, y), h_{k}=h_{k}(t, y)$. Substituting this ansatz to (9.61), we observe that $r_{k}, m_{k}$ and $h_{k}, k=1, \ldots, 6$, satisfy the weak form of the systems in Definition 9.5.12. Observe that the first equation in the system of Definition 9.5.12 is equivalent to the elliptic system obtained in Section 9.4.2.

We now try to obtain the homogenised Maxwell system. We choose test functions $\theta \in \mathbb{X}$ depending only on $x$ and insert them into (9.60). Note that this is equivalent to averaging the system over the fast scale $y$. As a result of that, we have

$$
\int_{\mathcal{O} \times Y}\left(\mathrm{M}_{x} u+\mathrm{M}_{y} w\right) \cdot \theta d x d y=\int_{\mathcal{O} \times Y} \mathrm{M}_{x} u \cdot \theta d x d y
$$

for all $t$, which is equivalent to the Maxwell operator acting on the averaged field over the fast scale. We consider next the term $\int_{\mathcal{O} \times Y} \mathcal{L}\left(u+\operatorname{grad}_{y} v\right) \cdot \theta$, which will give us the homogenised constitutive relation. Substituting the expression (9.63) into this integral and integrating by parts over $Y$, we obtain the required result. This concludes the proof.

Remark 9.5.17 As seen by Theorem 9.5.16 the effect of nonzero initial conditions is to introduce a correction term in the homogenised source term $j^{h}$ which is related to the initial condition $u_{0}$, as well as the composition of the material through $\mathrm{A}_{\text {or }}, \mathrm{G}_{\mathrm{d}}$. For zero initial conditions we have $j^{h}=j$. The effect of nonzero initial conditions on homogenisation is an important issue and can cause interesting phenomena depending on whether the initial condition $u_{0}$ presents small-scale variability or not. This phenomenon appears in many important differential equations; to the best of our knowledge it was first observed for the wave equation in [77].

### 9.6 MISCELLANEA

### 9.6.1 Two-scale convergence

Two-scale convergence is a special type of convergence in $L^{p}$ spaces. Let $\mathcal{O}$ be an open bounded subset in $\mathbb{R}^{N}, Y$ the unit cube in $\mathbb{R}^{N}$ and $\{\epsilon\}$ a sequence of positive numbers converging to 0 . In 1989 Nguetseng (see [337]) proved
that for each bounded sequence $\left\{u^{\epsilon}\right\}$ in $L^{2}(\mathcal{O})$ there exists a subsequence, still indexed by $\epsilon$, and a $u \in L^{2}(\mathcal{O} \times Y)$ such that

$$
\begin{equation*}
\int_{\mathcal{O}} u^{\epsilon}(x) \phi\left(x, \frac{x}{\epsilon}\right) d x \rightarrow \int_{\mathcal{O} \times Y} u(x, y) \phi(x, y) \mathrm{dv} \tag{9.64}
\end{equation*}
$$

where $\mathrm{dv}=d x d y$, for every sufficiently smooth $\phi(x, y)$ that is $Y$-periodic in $y$. Nguetseng also proved that for a bounded sequence $\left\{u^{\epsilon}\right\} \in H^{2}(\mathcal{O})$ there exist functions $u \in L^{2}(\mathcal{O} \times Y)$ and $u_{1} \in L^{2}\left(\mathcal{O}, H_{\text {per }}^{2}(Y)\right)$ such that, up to a subsequence,

$$
\begin{gathered}
u^{\epsilon} \rightharpoonup u, \text { in } H^{2}(\mathcal{O}) \\
\int_{\mathcal{O}} \operatorname{grad} u^{\epsilon}(x) \cdot \psi\left(x, \frac{x}{\epsilon}\right) d x \rightarrow \int_{\mathcal{O} \times Y}\left(\operatorname{grad} u(x)+\operatorname{grad}_{y} u_{1}(x, y)\right) \cdot \psi(x, y) \mathrm{dv}
\end{gathered}
$$

for every sufficiently smooth $\psi(x, y)$. The latter result made it possible for Nguetseng to make a new proof of the homogenisation result corresponding to the linear elliptic equations of the general form studied in Section 9.4.1. Later on Allaire (see [2]) started to call the type of convergence defined by (9.64) two-scale convergence. Allaire also developed the theory further by studying some general properties of two-scale convergence. Moreover, he used two-scale convergence to analyse several homogenisation problems, both linear and nonlinear. Two-scale convergence has also been generalised to $n$ scale convergence (or multiscale convergence) in the obvious way. Two-scale convergence is now a well-known concept within the (rigorous) homogenisation community. A lot of different homogenisation problems have been analysed using this tool. There is also a relation of two-scale convergence to strong and weak convergence in $L^{p}(\mathcal{O}),[96]$. Let us also mention that the periodic unfolding method simplifies many of the two-scale convergence proofs.

### 9.6.2 On the term "structure" in homogenisation

Homogenisation theory requires the passage to a suitable limit in a family of media. This question is a meaningful one if the medium displays certain properties that allow this transition to the limit; loosely speaking the medium must display some sort of "self-repeating" (or "self-averaging") structure. In the classical case, the medium is assumed to have a periodic structure. However, for the majority of inhomogeneous media the right structure hypothesis is far from being the periodicity hypothesis. In such cases periodicity has to be replaced by quasi-periodicity (the medium coefficients are linear combinations of periodic functions of incommensurate periods) or almost-periodicity (closure of quasi-periodic). Homogenisation problems in structures beyond the above mentioned remain in general unsolved because of the lack of the necessary mathematical framework.

In [338], Nguetseng assigned a self-contained mathematical meaning to the word structure in the context of homogenisation. New tools were required
like the notion of a homogenisation algebra and the underlying concept of mean value; homogenisation algebras were introduced in [216], under the names of algebras with mean values. In [338] a systematic utilisation of such algebras leads, by means of the Gelfand representation theory and two-scale convergence, to a general mathematical framework that includes the model of classical periodic homogenisation theory.

### 9.6.3 Memory effects in homogenisation

In the 1970s E. Sanchez-Palencia made the observation that the homogenisation procedure of the Maxwell equations for periodic materials even in the optical response region may lead to a homogenised system with memory terms of the convolution type, as long as the effects of conductivity are taken into account. This remarkable observation was taken up by Tartar, who studied the problem extensively in its general form (for general equations of the hyperbolic type) and showed, using rigorous homogenisation theory, that this phenomenon is common in hyperbolic equations (see [407] for a thorough exposition). In the early 1990s Antonić studied memory effects in the homogenisation of the Maxwell equations [15] and reconfirmed the observation of Sanchez-Palencia. The theme of memory terms introduced through homogenisation to the Maxwell equations was taken up by other authors as well (see, e.g., [215] or [216]). These works consider dielectric electromagnetic media, but their arguments may be generalised to complex media. To clarify the effect of conductivity in generating the memory term we summarise the relevant arguments (see, e.g., [215]) in a very simple model where $\mathrm{A}_{\text {or }}$ consists of $\varepsilon^{\epsilon}(x)=\varepsilon\left(\frac{x}{\epsilon}\right), \xi=\zeta=0, \mu=I$, but with a spatially dependent conductivity term $\sigma^{\epsilon}(x)=\sigma\left(\frac{x}{\epsilon}\right)$. This contributes to the Maxwell equations an effective source term $j^{\epsilon}=\left(\sigma^{\epsilon}(x) u_{1}, 0\right)^{t r}$, where as usual $u=\left(u_{1}, u_{2}\right)^{t r}=(E, H)^{t r}$. Repeating the formal two-scale expansion for this simplified version of the Maxwell equations (in the time domain) we obtain from the $O\left(\epsilon^{-1}\right)$ terms that the average of the fields over the periodic cell $Y$ satisfy $E^{(0)}(x, y)-\widehat{E^{\bowtie}}(x)=\operatorname{grad}_{y} \Psi_{1}(x, y), H^{(0)}(x, y)-\widehat{H^{\bowtie}}(x)=$ $\operatorname{grad}_{y} \Psi_{2}(x, y)$, where $\Psi_{i}, i=1,2$ are scalar functions (we use the notation of Section 9.3, dropping the hats, since we no longer work in terms of the Laplace transforms of the fields). After insertion of this expression into the expansions and subsequent application of the $\operatorname{div}_{y}$ operator, we obtain

$$
\begin{align*}
& \operatorname{div}_{y}\left[\left(\partial_{t}+\sigma(y)\right)\left(\operatorname{grad}_{y} \Psi_{1}+\widehat{E^{\bowtie}}\right)\right]=0,  \tag{9.65}\\
& \operatorname{div}_{y} \operatorname{grad}_{y} \Psi_{2}=0
\end{align*}
$$

Application of the mean operator to $O\left(\epsilon^{0}\right)$ terms yields the homogenised Maxwell equations. Repeating the arguments of Section 9.3 and using the second of equations (9.65), we obtain

$$
\partial_{t} B^{\bowtie}=-\operatorname{curl} E^{\bowtie},
$$

where $B^{\bowtie}=\left\langle B^{\epsilon}\right\rangle$. We now consider the first of equations (9.65). Following [15] (and restricting our arguments to the simplified version of the model
employed here ${ }^{8}$ ), we rewrite this equation in variational form (including the periodic boundary conditions in $y$ ), and then treat it as an ordinary differential equation in $H_{\mathrm{per}}^{1}(Y)$,

$$
\begin{equation*}
\left(\Psi_{1}+h E^{\bowtie}\right)^{\prime}+S \Psi_{1}+g \cdot E^{\bowtie}=0 \tag{9.66}
\end{equation*}
$$

with initial condition $\Psi_{1}$, where S is the bounded linear operator generated in variational form by the coercive bilinear form $a: H_{\mathrm{per}}^{1}(Y) \times H_{\mathrm{per}}^{1}(Y) \rightarrow \mathbb{R}$,

$$
\begin{aligned}
& a(\phi, \theta):=\int_{Y} \sigma(y) \operatorname{grad}_{y} \phi \cdot \operatorname{grad}_{y} \theta, \quad \forall \phi, \theta \in H_{\mathrm{per}}^{1}(Y), \\
& (\mathrm{S} \phi, \theta)_{H_{\mathrm{per}}^{1}(Y)}:=a(\phi, \theta)
\end{aligned}
$$

and $h, g \in\left(H_{\text {per }}^{1}(Y)\right)^{3}$ are such that

$$
\begin{array}{ll}
(h, v)_{\left(H_{\mathrm{per}}^{1}(Y)\right)^{3}}=\int_{Y} \epsilon(y) \cdot \operatorname{grad}_{y} v d y, \quad \forall v \in\left(H_{\mathrm{per}}^{1}(Y)\right)^{3} \\
(g, v)_{\left(H_{\mathrm{per}}^{1}(Y)\right)^{3}}=\int_{Y} \sigma(y) \cdot \operatorname{grad}_{y} v d y, \quad \forall v \in\left(H_{\mathrm{per}}^{1}(Y)\right)^{3}
\end{array}
$$

The existence and the properties of the operator $S$, as well as the existence of $h, g$, are guaranteed by the Lax-Milgram lemma and the Riesz representation theorem, respectively. The differential equation (9.66) can be solved in terms of the semigroup generated by S as

$$
\Psi_{1}=-h \cdot E^{\bowtie}+\int_{0}^{t} \exp (-(t-s) S)(S h-g) d s
$$

and this specifies completely $E^{(0)}$. Inserting this expression for $E^{(0)}$ into the expansions and averaging over $y$, we obtain the homogenised equation

$$
\partial_{t}\left(\varepsilon^{h} E^{\bowtie}+K_{1} \star E^{\bowtie}\right)=\operatorname{curl}_{x} H^{\bowtie}+\sigma^{h} E^{\bowtie}+K_{2} \star E^{\bowtie},
$$

where $\varepsilon^{h}$ is a constant obtained by an averaging formula equivalent to those provided in Section 9.4.2 and

$$
K_{1}=\left\langle\varepsilon \cdot\left(\operatorname{grad}_{y}(\exp (-(t-s) \mathrm{S})(\mathrm{S} h-g))^{t r}\right\rangle\right.
$$

and similarly for $\sigma^{h}$ and $K_{2}$. The important observation here is that the homogenised constitutive relation now includes a convolution term, which is generated by the periodic conductivity coefficient. In the absense of conductivity $\sigma=0$, this term vanishes. The above results can be made rigorous (see, e.g., [15], [407]).

The work in [215] is devoted to the memory effect induced by homogenisation of the Maxwell system for conducting media. The memory kernel is described by a Volterra integral equation. Furthermore, it can be characterised explicitly in terms of Young measures, and the kinetic formulation of the homogenised equation is also obtained. The kinetic formulation allows obtaining the homogenisation of the energy density and the associated conservation law with the Poynting vector. The interesting interaction phenomenon of the microscopic and macroscopic scales is also discussed, and the memory effect qualitatively explains something about irreversibility.

[^75]
### 9.6.4 The Bloch-wave homogenisation method:

The Floquet-Bloch expansion and the corresponding Bloch-wave homogenisation method (see [59], [110] and the references in the latter) is a highfrequency method that provides dispersion relations for wave propagation in periodic structures.

### 9.6.5 Further references for the Maxwell equations:

Regarding the homogenisation of the Maxwell equations, an indicative but incomplete list of important studies conducted within the framework of rigorous mathematical analysis would comprise [18], [52], [59], [86], [215], [302], [374], [387], [389], and the important contributions of Wellander ([193], [390], [425], [426], [427], [428]).

### 9.6.6 Numerics

The numerical treatment of the homogenisation problems for the Maxwell equations in complex media is a very interesting topic in its own right. Such problems require the use of the analytic results of homogenisation theory, such as multiscale expansions, correctors, etc. For example, in [86] the multiscale analysis of the Maxwell equations in composite materials with a periodic microstructure is discussed. The new contributions in this paper are the determination of higher-order correctors and the explicit convergence rate for the approximate solutions. Further, the multiscale finite element method is presented and the convergence result is derived. The numerical results demonstrate that higher-order correctors are essential for solving the Maxwell equations in composite materials. See also [449].

## Chapter Ten

## Towards a Scattering Theory

### 10.1 INTRODUCTION

Scattering theories can provide methods for developing robust approximation methods for solving wave problems. In this chapter we indicate how such theories can be developed when wave motions in chiral media are studied; we show, for the sake of illustration, how a relatively simple scattering theory involving achiral materials can be modified to accommodate problems involving a class of chiral materials (see also [368]).

We begin by remarking that a scattering process describes the effects of a perturbation on a system about which everything is known in the absence of the perturbation. Such a process can be conveniently characterised in terms of three main features; generation, interaction and measurement. In the generation stage an incident wave, a signal, is generated, far away in both space and time (to ensure complete independence of the two systems) from any perturbation that might have to be considered, e.g., a target body or some potential. At this stage the interaction between an incident wave and the perturbation is negligible and the system evolves as though it were a free system, that is, a system in which there are no perturbations. Eventually, however, the incident wave and the perturbation interact and exert considerable influence on each other. The resulting effects, that is, the scattered waves, often have a very complicated structure. After the interaction during which the scattering occurred, the now scattered wave and the perturbation can once more become quite distant from each other and the interaction effects again become negligible. Consequently, any measurement of the scattered wave at this stage would indicate that the system is once again evolving as a free system, but not necessarily the same free system as that considered originally.

In practical situations, measurements of a wave far away from any perturbation are really the only data available. Consequently, the asymptotic behaviour of solutions to wave equations, and especially the asymptotic equality of solutions of the associated free and perturbed systems becomes of particular interest.

The structure of the chapter is as follows. In Section 10.2 we present a general formulation of the class of problems described above in terms of evolution operators, while in Section 10.3 we outline an approach to scattering theory in the time domain. In this section we introduce the basic concepts and tools of scattering theory, such as the wave operators and the scattering
operator. In Section 10.4 we show how the use of spectral theory allows the explicit construction of solutions to abstract initial boundary value problems in terms of generalised integral transforms. In Section 10.5 we show how these generalised integral transforms can be used for the construction of the wave operators and the scattering operator. Finally, in Section 10.6 we explore the extension of these ideas to the study of electromagnetics of complex media.

### 10.2 FORMULATION

The above remarks can be conveniently expressed in symbolic form as follows.

Consider first a system that has no inhomogeneities. Let $f_{\mathrm{f}}(s, x)$ be a quantity that characterises the state of the system at some initial time $t=s$ and let $u_{\mathrm{f}}(t, x)$ be a quantity that characterises the state of the system at some later time $t>s$. We shall be concerned with systems for which states can be related by means of an "evolution rule", denoted by $U_{\mathrm{f}}(t-s)$, which determines the evolution, in time, of the system from its initial state $f_{\mathrm{f}}(s, x)$ to a state $u_{\mathrm{f}}(t, x)$ at a later time $t>s$. This being the case, we write

$$
u_{\mathrm{f}}(t, x)=U_{\mathrm{f}}(t-s) f_{\mathrm{f}}(s, x),
$$

where it is understood that $U_{\mathrm{f}}(0)=I$, the identity. The evolution rule can be understood as a semigroup or as an evolution family.

In a similar manner, when inhomogeneities are present in the system, then we will assume we can express the evolution of the system from an initial state $f_{\mathrm{p}}(s, x)$ to a state $u_{\mathrm{p}}(t, x)$ at a later time $t>s$ in the form

$$
u_{\mathrm{p}}(t, x)=U_{\mathrm{p}}(t-s) f_{\mathrm{p}}(s, x), \quad U_{\mathrm{p}}(0)=I
$$

where $U_{\mathrm{p}}(t-s)$ denotes an appropriate "evolution rule". Thus, we see that we are concerned with two classes of problem. When there are no inhomogeneities present in the system, we shall say that we have a free problem. When inhomogeneities are present in a system, we shall say that we have a perturbed problem. We express this situation symbolically in the form

$$
u_{\kappa}(t, x)=U_{\kappa}(t-s) f_{\kappa}(s, x), \quad U_{\kappa}(0)=I, \quad \kappa=\mathrm{f}, \mathrm{p},
$$

where, when $\kappa=\mathrm{f}$, we shall assume that we have a free problem, while when $\kappa=\mathrm{p}$ we will have a perturbed problem.

With the construction of approximation methods in mind, we shall always asssume that the free problem is one that can be readily solved. Consequently, it would seem natural to investigate under what conditions solutions of the free problem and perturbed problem could be considered equal. This is essentially what a scattering theory does.

In connection with the possible equality of the $u_{\kappa}(t, x), \kappa=\mathrm{f}, \mathrm{p}$, we first recognise and make use of the fact that in most experimental procedures, measurements in a system are made far away from any inhomogeneities that
might exist in the system. Consequently, we are mainly concerned here with the nature of the solutions $u_{\kappa}(t, x), \kappa=\mathrm{f}, \mathrm{p}$ and of their difference in the so-called far-field of any inhomogeneity, that is, with the behaviour of the $u_{\kappa}(t, x), \kappa=\mathrm{f}, \mathrm{p}$ as $t \rightarrow \infty$. Once this asymptotic behaviour is known, then we can clarify what we mean by the equality of the $u_{\kappa}(t, x), \kappa=\mathrm{f}, \mathrm{p}$ and turn attention to determining the conditions that will actually ensure when, in the far field at least, the $u_{\kappa}(t, x), \kappa=\mathrm{f}, \mathrm{p}$ can be considered equal. A detailed mathematical analysis of such questions can be technically very demanding. However, this chapter is simply meant to provide a guide through the various technical areas, with the intention of highlighting their uses in practical problems of interest. Consequently, the presentation in this chapter is frequently quite formal, and we rely very much on the frequently expressed view that "any formal manipulations which are not obviously wrong are assumed to be correct" ([162], p. 173). Nevertheless, references will always be given in the text to where more precise and often quite general details can be found. Furthermore, we emphasise that in this monograph we are not interested in investigating the evolutionary processes mentioned above in full generality but rather confine our attention to those systems involving waves.

One of the major differences from the problems that have been addressed so far is that we are interested both in the case of unbounded domains, or even the whole of $\mathbb{R}^{3}$, and in asymptotic behaviour with respect to time; i.e., we allow $t \in \mathbb{R}^{+}$or even $t \in \mathbb{R}$. This introduces several technical differences that call for treatment using different techniques. One such candidate is spectral theory. Furthermore, when perturbations are taken into account, we may resort to the rich and extensive literature of perturbation theory for linear operators (see, e.g., [229]) to draw useful and interesting results on the qualitative or even quantitative behaviour of the inhomogeneous (perturbed) system.

### 10.3 SOME BASIC STRATEGIES

Before dealing with wave problems in chiral materials, we first illustrate some of the strategies that will have to be adopted when developing scattering theories by considering somewhat simpler systems that are governed by initial value problems of the form

$$
\begin{align*}
& \left\{\partial_{t}^{2}+L_{\mathrm{f}}\right\} u_{\mathrm{f}}(t, x)=0, u_{\mathrm{f}}(0, x)=\varphi_{\mathrm{f}}(x), \partial_{t} u_{\mathrm{f}}(0, x)=\psi_{\mathrm{f}}(x),  \tag{10.1}\\
& \left\{\partial_{t}^{2}+L_{\mathrm{p}}\right\} u_{\mathrm{p}}(t, x)=0, u_{\mathrm{p}}(0, x)=\varphi_{\mathrm{p}}(x), \partial_{t} u_{\mathrm{p}}(0, x)=\psi_{\mathrm{p}}(x) \tag{10.2}
\end{align*}
$$

where $(t, x) \in \mathbb{R} \times \mathbb{R}^{3}$ and we have set, for ease of presentation and without any loss of generality, the initial time $t=0$.

In (10.2) the differential operator $L_{\mathrm{p}}$ is assumed to be some perturbation of the differential operator $L_{\mathrm{f}}=-\Delta$, the three-dimensional Laplacian. Therefore, (10.1) is one component of a vector Helmholtz equation, which often
arises in the modelling of wave phenomena in electromagnetics in the absense of chirality. Equation (10.2) will be considered a perturbation of the vector Helmholtz equation when taking into account the effects of chirality. We shall refer to (10.1) as a free problem and to (10.2) as a perturbed problem.

We shall consider the initial value problems (10.1), (10.2) in appropriate function spaces. In terms of the spatial behaviour of the solutions, a suitable choice is the function space $L^{2}\left(\mathbb{R}^{3}\right)$, of (possibly complex-valued) functions that are square integrable with respect to the spatial variables. Such a selection is compatible with energy considerations for the wave equation. We then introduce spatial operators, $A_{\kappa}: D\left(A_{\kappa}\right) \rightarrow L^{2}\left(\mathbb{R}^{3}\right), \kappa=\mathrm{f}, \mathrm{p}$, defined by $A_{\kappa} u_{\kappa}=L_{\kappa} u_{\kappa}, u_{\kappa} \in D\left(A_{\kappa}\right)$, with

$$
D\left(A_{\kappa}\right)=\left\{u_{\kappa} \in L^{2}\left(\mathbb{R}^{3}\right): L_{\kappa} u_{\kappa} \in L^{2}\left(\mathbb{R}^{3}\right), u_{\kappa} \in(b c)\right\},
$$

where the qualifier $(b c)$ denotes that $u_{\kappa}$ satisfies an appropriate boundary condition; in the event that we are dealing only with potential scattering problems, this qualifier is omitted from the definition of $D\left(A_{\kappa}\right)$. The definition of $D\left(A_{\kappa}\right)$ ensures that throughout any mathematical manipulations involving $A_{\kappa}$ we always "stay in $L^{2}\left(\mathbb{R}^{3}\right)$ ".

Remark 10.3.1 We have assumed, for ease of presentation, that (10.1) and (10.2) can be posed on the same function space. This will not always be the case.

If we now define the functions $u_{\kappa}: \mathbb{R} \rightarrow L^{2}\left(\mathbb{R}^{3}\right)$, such that for each $t \in \mathbb{R}, u_{\kappa}(t) \in L^{2}\left(\mathbb{R}^{3}\right)$ and $\left(u_{\kappa}(t)\right)(x)=u_{\kappa}(t, x), \kappa=\mathrm{f}, \mathrm{p}$, then the classical initial value problems (10.1) and (10.2) can now be replaced by the abstract differential equations on $L^{2}\left(\mathbb{R}^{3}\right)$ :

$$
\begin{align*}
& u_{\kappa}^{\prime \prime}(t)+A_{\kappa} u_{\kappa}(t)=0, \\
& u_{\kappa}(0)=\varphi_{\kappa}  \tag{10.3}\\
& u_{\kappa}^{\prime}(0)=\psi_{\kappa},
\end{align*}
$$

for $\kappa=\mathrm{f}, \mathrm{p}$. Consequently, with this understanding, the problems (10.3) have solutions (in $L^{2}\left(\mathbb{R} \times \mathbb{R}^{3}\right)$ ), which can (formally) be expressed as

$$
\begin{equation*}
u_{\kappa}(t)=\left(\cos t A_{\kappa}^{1 / 2}\right) \varphi_{\kappa}+A_{\kappa}^{-1 / 2}\left(\sin t A_{\kappa}^{1 / 2}\right) \psi_{\kappa}, \quad \kappa=\mathrm{f}, \mathrm{p}, \tag{10.4}
\end{equation*}
$$

where $\left\{\cos \left(t A_{\kappa}\right)\right\}_{t \in \mathbb{R}},\left\{\sin \left(t A_{\kappa}\right)\right\}_{t \in \mathbb{R}}$ are families of linear operators generated by the operators $A_{\kappa}$. These families (the cosine and the sine family, respectively) are similar to the exponential family through which the semigroups were defined. In fact, this is a generalisation of semigroup theory that allows the treatment of second-order abstract ordinary differential equations in function spaces, in a fashion similar to the treatment of first-order abstract ODEs in function spaces, by semigroup theory.

The solutions of (10.3) can be expressed more compactly using the complexvalued functions

$$
\begin{align*}
v_{\kappa}(t) & =\exp \left(-i t A_{\kappa}^{1 / 2}\right) h_{\kappa}=: U_{\kappa}(t) h_{\kappa}, \\
h_{\kappa} & =\varphi_{\kappa}+i A_{\kappa}^{-1 / 2} \psi_{\kappa}, \tag{10.5}
\end{align*}
$$

so that

$$
\begin{equation*}
u_{\kappa}(t)=\operatorname{Re}\left\{v_{\kappa}(t)\right\} . \tag{10.6}
\end{equation*}
$$

REmark 10.3.2 The above problems are written in second-order form so as to resemble the wave equation that has been a standard paradigm for the development of scattering theory. By a standard transformation of variables it may be brought into the form of a first-order system $v^{\prime}=G v$, where $v=\left(u, u^{\prime}\right)^{t r}$ and $G$ is a matrix operator of the form

$$
G=\left(\begin{array}{cc}
0 & I \\
-A & 0
\end{array}\right)
$$

The system is then subject to the usual semigroup theory treatment.
With all this in mind, we shall compare the solutions of the free problem and the perturbed problem by considering an expression of the form $\left\|v_{\mathrm{p}}(t)-v_{\mathrm{f}}(t)\right\|$, where $\|\cdot\|$ denotes the norm in $L^{2}\left(\mathbb{R}^{3}\right)$. Assume that $U_{\mathrm{f}}(t)$ is a unitary operator whose formal adjoint $U_{f}^{*}(t)$ is equal to its inverse $U^{-1}(t)$ for all $t \in \mathbb{R}$. We then find that

$$
\begin{align*}
& \left\|v_{\mathrm{p}}(t)-v_{\mathrm{f}}(t)\right\|=\left\|U_{\mathrm{p}}(t) h_{\mathrm{p}}-U_{\mathrm{f}}(t) h_{\mathrm{f}}\right\|= \\
& \left\|U_{\mathrm{f}}^{*}(t) U_{\mathrm{p}}(t) h_{\mathrm{p}}-h_{\mathrm{f}}\right\|=\left\|W(t) h_{\mathrm{p}}-h_{\mathrm{f}}\right\|, \tag{10.7}
\end{align*}
$$

where $W(t):=U_{f}^{*}(t) U_{\mathrm{p}}(t)$. Assuming that limits as $t \rightarrow \pm \infty$ exist we obtain

$$
\begin{equation*}
\lim _{t \rightarrow \pm \infty}\left\|v_{\mathrm{p}}(t)-v_{\mathrm{f}}(t)\right\|=\left\|W_{ \pm} h_{\mathrm{p}}-h_{\mathrm{f}}\right\| \tag{10.8}
\end{equation*}
$$

where

$$
\begin{equation*}
W_{ \pm}:=\lim _{t \rightarrow \pm \infty} W(t)=\lim _{t \rightarrow \pm \infty} U_{\mathrm{f}}^{*}(t) U_{\mathrm{p}}(t)=\lim _{t \rightarrow \pm \infty} \exp \left(i t A_{\mathrm{f}}^{1 / 2}\right) \exp \left(-i t A_{\mathrm{p}}^{1 / 2}\right) \tag{10.9}
\end{equation*}
$$

are the so-called wave operators. The rigorous proof of existence of the wave operators is an important problem.

When all of the above has been achieved, we see that if the initial data for the free problem and the perturbed problem are related according to

$$
\begin{equation*}
h_{\mathrm{f}}=W_{ \pm} h_{\mathrm{p}} \tag{10.10}
\end{equation*}
$$

then the limit in (10.8) is zero, thus indicating that the perturbed problem is asymptotically free as $t \rightarrow \pm \infty$. That is, solutions of the perturbed problem with initial data $h_{\mathrm{p}}$ are asymptotically equal in time to solutions of a free problem with initial data $h_{\mathrm{f}}$ which is given by (10.10).

Consequently, if solutions of the two systems are known to exist, then we would expect the existence of elements $h_{ \pm} \in L^{2}\left(\mathbb{R}^{3}\right)$ such that

$$
\begin{equation*}
v_{\mathrm{p}}(t) \sim U_{\mathrm{f}}(t) h_{ \pm} \quad \text { as } \quad t \rightarrow \pm \infty \tag{10.11}
\end{equation*}
$$

where $\sim$ denotes asymptotic equality and the $\pm$ signs are used to indicate (the possibly different) limits as $t \rightarrow \pm \infty$. We emphasise that it is not automatic that both limits implied by (10.11) should exist. Indeed, a solution such as $v_{\mathrm{p}}$ could be asymptotically free as $t \rightarrow+\infty$ but not as $t \rightarrow-\infty$. Thus,
the wave operators $W_{ \pm}$can be considered as mapping $h_{1}$ to the elements $h_{ \pm}$. Indeed, if we use (10.11) in conjunction with the definition $v_{\kappa}=U_{\kappa} h_{\kappa}$, $\kappa=\mathrm{f}, \mathrm{p}$, then we have

$$
U_{\mathrm{f}}^{*}(t) U_{\mathrm{p}}(t) h_{\mathrm{p}}=W(t) h_{\mathrm{p}} \sim h_{ \pm}
$$

which in the limit as $t \rightarrow \pm \infty$ yields the stated result.
Furthermore, the two initial conditions $h_{ \pm}$for the free problem are related by

$$
h_{+}=W_{+} h_{\mathrm{p}}=W_{+} W_{-}^{*} h_{-}=: \mathrm{S} h_{-} .
$$

The operator $\mathrm{S}:=W_{+} W_{-}^{*}$ that connects $h_{-}$with $h_{+}$is called the scattering operator for the problem. The scattering operator provides important information on the effect of the perturbation on the system. The proof of the existence of the scattering operator, through the construction of the wave operators, the study of its properties, and its calculation, is one of the fundamental problems of scattering theory.

### 10.4 ON THE CONSTRUCTION OF SOLUTIONS

Questions regarding the existence and uniqueness of solutions of the initial value problems (10.3) can be treated using techniques from abstract differential equations, e.g., semigroup methods or variational methods such as the Faedo-Galerkin method (see Chapter 7 and Section A. 8 in Appendix A). Once questions of existence and uniqueness of solution have been settled, we can turn our attention to methods for actually determining such solutions. This can be effected using the spectral decomposition of the operator $A_{\mathrm{f}}$.

We first notice that whenever the spectral theorem (see Section A. 4 in Appendix A) is applicable, it provides a useful tool for interpreting the solution forms (10.4) and (10.6). For example, according to this theorem, if $\left\{E_{\kappa}(\lambda)\right\}_{\lambda \in \sigma\left(A_{\kappa}\right)}$ denotes the spectral family of $A_{\kappa}$ (see Section A. 4 in Appendix A), then we have the spectral representation

$$
\begin{equation*}
A_{\kappa}=\int_{0}^{\infty} \lambda d E_{\kappa}(\lambda) \tag{10.12}
\end{equation*}
$$

Furthermore, using the spectral theorem we may define functions of the operators $A_{\kappa}$. For $\Phi: \mathbb{C} \rightarrow \mathbb{C}$, bounded and Lebesgue measurable, we may define the operators $\Phi\left(A_{\kappa}\right)$ by the spectral representation

$$
\begin{equation*}
\Phi\left(A_{\kappa}\right)=\int_{0}^{\infty} \Phi(\lambda) d E_{\kappa}(\lambda) . \tag{10.13}
\end{equation*}
$$

However, a difficulty associated with the results (10.12) and (10.13) concerns the practical determination of the spectral family $\left\{E_{\kappa}(\lambda)\right\}_{\lambda \in \sigma\left(A_{\kappa}\right)}$.

For the case of the free problem $(\kappa=\mathrm{f})$ that we are concerned with, the situation can be eased by introducing the results of Fourier transforms in
$L^{2}\left(\mathbb{R}^{3}\right)$. The Plancherel theory indicates that the operator $F_{f}: L^{2}\left(\mathbb{R}^{3}\right) \rightarrow$ $L^{2}\left(\mathbb{R}^{3}\right)$, such that

$$
\begin{equation*}
\left(F_{\mathrm{f}} f\right)(q)=\widetilde{f}(q):=\frac{1}{(2 \pi)^{\frac{3}{2}}} \int_{\mathbb{R}^{3}} \exp (-i x \cdot q) f(x) d x \tag{10.14}
\end{equation*}
$$

is well defined (where the improper integral is considered a limit in the $L^{2}\left(\mathbb{R}^{3}\right)$ sense). This operator is the Fourier transform and according to the Plancherel theory is a unitary operator defining an isometry in $L^{2}\left(\mathbb{R}^{3}\right)$ so that $F_{\mathrm{f}}^{*}=F_{\mathrm{f}}^{-1}$; therefore, if $\widetilde{f}=F_{\mathrm{f}} f$ is the Fourier transform of $f \in L^{2}\left(\mathbb{R}^{3}\right)$, then

$$
\begin{equation*}
f(x)=\left(F_{f}^{*} \widetilde{f}\right)(x):=\frac{1}{(2 \pi)^{\frac{3}{2}}} \int_{\mathbb{R}^{3}} \exp (i x \cdot q) \tilde{f}(q) d q, \quad x, \in \mathbb{R}^{3} \tag{10.15}
\end{equation*}
$$

It can also be shown that, if $A_{\mathrm{f}}=-\Delta$, for any bounded, Lebesgue measurable function $\Phi$ we have

$$
\begin{equation*}
\left(\Phi\left(A_{\mathrm{f}}\right) f\right)(x)=\frac{1}{(2 \pi)^{\frac{3}{2}}} \int_{\mathbb{R}^{3}} \exp (i x \cdot q) \Phi\left(|q|^{2}\right) \widetilde{f}(q) d q \tag{10.16}
\end{equation*}
$$

i.e., $F_{f}\left(\Phi\left(A_{\mathrm{f}} f\right)\right)=\Phi\left(|q|^{2}\right) \widetilde{f}(q)$.

The above limits are very close in form to the spectral expansions needed for the operator $A_{\mathrm{f}}$ in fact, as we shall see, they can be identified exactly as such. Note that for $q, x \in \mathbb{R}^{3}, w_{\mathrm{f}}(q, x)=(2 \pi)^{-3 / 2} e^{i x \cdot q}$ satisfies the Helmholtz equation $\left(\Delta+|q|^{2}\right) w_{f}(q, x)=0$, so that $w_{\mathrm{f}}$ might be thought of as an eigenfunction of $A_{\mathrm{f}}=-\Delta$ with associated eigenvalue $|q|^{2}$. However, a direct calculation shows that $w_{\mathrm{f}} \notin L^{2}\left(\mathbb{R}^{3}\right)$, and so $w_{\mathrm{f}}$ must be a generalised eigenfunction of $A_{\mathrm{f}}$. Nevertheless, the Fourier-Plancherel theory ${ }^{1}$ indicates that (10.15) can be perceived as an expansion of the function $f \in L^{2}\left(\mathbb{R}^{3}\right)$ in terms of the generalised eigenfunctions $w_{\mathrm{f}}$ of the Laplace operator, with a similar interpretation for (10.16). This implies that the spectral decomposition of $A_{\mathrm{f}}$ can be written as a generalised eigenfunction expansion in the form

$$
\begin{equation*}
\left(\Phi\left(A_{\mathrm{f}}\right) f\right)(x)=\int_{q \in \mathbb{R}^{3}} w_{\mathrm{f}}(q, x) \Phi\left(|q|^{2}\right) \widetilde{f}(q) d q \tag{10.17}
\end{equation*}
$$

It will be useful later on to bear in mind the decomposition (10.17) can also be written in the form

$$
F_{\mathrm{f}}\left(\Phi\left(A_{\mathrm{f}}\right) f\right)(q)=\Phi\left(|q|^{2}\right)\left(F_{\mathrm{f}} f\right)(q)
$$

These various results imply that the wave function $v_{\mathrm{f}}$ introduced in (10.5) can be interpreted in the form

$$
\begin{equation*}
v_{\mathrm{f}}(t, x)=\int_{\mathbb{R}^{3}} w_{\mathrm{f}}(q, x) \exp (-i t|q|) \widetilde{h}_{\mathrm{f}}(q) d q \tag{10.18}
\end{equation*}
$$

where $\widetilde{h}_{\mathrm{f}}=F_{\mathrm{f}} h_{\mathrm{f}}$ is the Fourier transform of the initial condition. Therefore, once the $\widetilde{h}_{\mathrm{f}}$ is known, the solution is reconstructed in terms of the improper

[^76]integral (10.18), which involves only the Fourier basis $w_{\mathrm{f}}$. This representation has an interesting physical meaning, which becomes clear as long as we notice that
\[

$$
\begin{equation*}
w_{\mathrm{f}}(q, x) \exp (-i t|q|)=\frac{1}{(2 \pi)^{\frac{3}{2}}} \exp (i(x \cdot q-t|q|)) \tag{10.19}
\end{equation*}
$$

\]

are solutions of (10.3) with $\kappa=\mathrm{f}$ and as such represent plane waves propagating in the direction of the vector $q$. Therefore, the wave function given by (10.18) is a representation of a wave (acoustic) in terms of elementary plane waves (10.19).

The above result concerning expansion of the solution in terms of eigenfunctions holds more generally than in the special case where $A_{\mathrm{f}}=-\Delta$. Of course, in the more general case the eigenfunctions will no longer coincide with the Fourier basis and our line of reasoning will no longer be able to stand on the shoulder of Fourier-Placherel theory. However, this theory can be generalised in terms of generalised integral transforms, in which the generalised eigenfunctions of the operators $A_{\kappa}$ play the rôle of the Fourier basis. As a consequence, we could interpret (10.5), for $\kappa=\mathrm{p}$, in a form similar to (10.18), where of course now $w_{\mathrm{f}}$ will have to be replaced by a more suitable set of functions. Specifically, associated with $A_{\mathrm{p}}$ we want a generalised eigenfunction expansion theorem, now in terms of the set of generalised eigenfunctions $\left\{w_{\mathrm{p}}\right\}$ of the operator $A_{\mathrm{p}}$. This set consists of the kernels $w_{\mathrm{p}}(q, x)$, which are solutions of

$$
\left(A_{\mathrm{p}}-|q|^{2}\right) w_{\mathrm{p}}(q, x)=0, x, q \in \mathbb{R}^{3}
$$

Using the kernels $w_{\mathrm{p}}(q, x)$ we may define the operator $F_{\mathrm{p}}: L^{2}\left(\mathbb{R}^{3}\right) \rightarrow L^{2}\left(\mathbb{R}^{3}\right)$ by

$$
\begin{equation*}
\left(F_{\mathrm{p}} f\right)(q):=\check{f}(q):=\int_{\mathbb{R}^{3}} \overline{w_{\mathrm{p}}(q, x)} f(x) d x . \tag{10.20}
\end{equation*}
$$

The operator $F_{\mathrm{p}}$ can be considered as defining an integral transform that is a generalisation of the Fourier transform (10.14) in terms of the new set of functions $\left\{w_{\mathrm{p}}\right\}$. As long as $\left\{w_{\mathrm{p}}\right\}$ enjoy certain properties, it can be shown that $F_{\mathrm{p}}^{*}=F_{\mathrm{p}}^{-1}$ has an integral representation of the form

$$
\begin{equation*}
f(x)=\left(F_{\mathrm{p}}^{*} \check{f}\right)(x):=\int_{\mathbb{R}^{3}} w_{\mathrm{p}}(q, x) \check{f}(q) d q \tag{10.21}
\end{equation*}
$$

Furthermore, the following spectral representation holds:

$$
\begin{equation*}
\left(\Phi\left(A_{\mathrm{p}}\right) f\right)(x)=\int_{\mathbb{R}^{3}} w_{\mathrm{p}}(q, x) \Phi\left(|q|^{2}\right) \check{f}(q) d q \tag{10.22}
\end{equation*}
$$

so that in terms of the new integral transform, we have $F_{\mathrm{p}}\left(\Phi\left(A_{\mathrm{p}}\right) f\right)=$ $\Phi\left(|q|^{2}\right) \check{f}$. As in the case of the Fourier transform, the above improper integrals have to be interpreted as limits in the $L^{2}\left(\mathbb{R}^{3}\right)$ sense.

We emphasise that for any specific perturbed problem, it has to be proved that a generalised eigenfunction expansion (spectral decomposition) such as (10.20) to (10.22) is indeed available for use. For specific physical problems
this can often involve a great deal of work. A full spectral analysis of $A_{\mathrm{p}}$ is required, and functions such as $w_{\mathrm{p}}$, that are intimately connected with the particular problem being considered have to be determined. For the remainder of this chapter, we assume that such generalised eigenfunction expansions are available. Consequently, we are able to write (10.5) in the following form:

$$
\begin{equation*}
v_{\mathrm{p}}(t, x)=\int_{\mathbb{R}^{3}} w_{\mathrm{p}}(q, x) \exp (-i t|q|) \check{f}_{\mathrm{p}}(q) d q, \tag{10.23}
\end{equation*}
$$

which is interpreted in the same way as (10.18).
We remark that in (10.18) and (10.23), the $q$ need not be the same for both. It is associated with eigenvalues of $A_{\mathrm{f}}$ in (10.18) and with eigenvalues of $A_{\mathrm{p}}$ in (10.23).

From (10.18) and (10.23), it is a straightforward matter to obtain the representations

$$
\begin{align*}
& u_{\mathrm{f}}(t, x)=\int_{\mathbb{R}^{3}} w_{\mathrm{f}}(q, x)\left\{\widetilde{\varphi}_{\mathrm{f}}(q) \cos t|q|+\widetilde{\psi}_{\mathrm{f}}(q) \frac{\sin t|q|}{|q|}\right\} d q  \tag{10.24}\\
& u_{\mathrm{p}}(t, x)=\int_{\mathbb{R}^{3}} w_{\mathrm{p}}(q, x)\left\{\check{\varphi}_{\mathrm{p}}(q) \cos t|q|+\check{\psi}_{\mathrm{p}}(q) \frac{\sin t|q|}{|q|}\right\} d q \tag{10.25}
\end{align*}
$$

Hence, provided we can establish an eigenfunction expansion theorem of the form (10.20) - (10.22), then, since all the terms in (10.24) and (10.25) are computable, we have available, in (10.24) and (10.25), a practical means of constructing solutions to the free problem and perturbed problem, respectively.

For the purpose of developing a scattering theory, it remains to investigate whether or not these solutions can be considered asymptotically equal, in some sense, as $t \rightarrow \pm \infty$. We begin to investigate this aspect in the next section.

### 10.5 WAVE OPERATORS AND THEIR CONSTRUCTION

The discussion in Section 10.3 can be restated more abstractly as follows: let $\mathbb{H}$ be the Hilbert space that serves as the state space of the system ${ }^{2}$ and consider the existence of two orthogonal subspaces $D_{ \pm} \subset \mathbb{H}$ such that
(i) $U(t) D_{ \pm} \subset D_{ \pm}, t \in \mathbb{R}^{ \pm}$.
(ii) $\bigcap_{t \in \mathbb{R}^{ \pm}} U(t) D_{ \pm}=\{0\}$.
(iii) $\bigcup_{t \in \mathbb{R}^{\mp}} U(t) D_{ \pm}$is dense in $\mathbb{H}$.

[^77]These subspaces are called the outgoing and the incoming subspace, respectively. With the use of these two subspaces, every element of $\mathbb{H}$ can be represented as the sum of an outgoing and an incoming element. The scattering operator $S$ is an operator that maps the incoming component $w_{-}$to the outgoing component $w_{+}$. In this respect, it quantifies the effect that the physical system has to whatever is incoming from the distant past (and from $x \rightarrow-\infty$ ) to the state of the system in the distant future (and to $x \rightarrow \infty)$. If we consider a wave propagation phenomenon with finite speed of propagation, it is physically right to connect space with time in this way. The usual context of scattering theory is the comparison of an unperturbed with a perturbed system. The concept of perturbation is rather general; for instance, we may consider a complex medium that is situated in a bounded domain $\mathcal{O} \subset \mathbb{R}^{3}$ while the rest of $\mathbb{R}^{3}$ is the vacuum. Then the unperturbed system is the Maxwell equations in the vacuum, whereas the perturbed system is the Maxwell equations in the chiral medium in $\mathcal{O}$, complemented with the Maxwell equations in $\mathbb{R}^{3} \backslash \mathcal{O}$. This is a typical problem of scattering by a chiral obstacle. We may consider the incoming element to be an electromagnetic wave in the vacuum, whereas the outgoing element (wave) conveys the information of the interaction of the incoming wave with the complex medium. Therefore, the scattering operator provides information concerning the effects of the medium on the electromagnetic wave. Other similar examples can be sketched.

The abstract formulation calls for two evolution operators, $U_{\mathrm{f}}(t), U_{\mathrm{p}}(t)$, where the first one corresponds to the unperturbed system while the second corresponds to the perturbed system. The scattering operator is expressed in terms of the wave operators $W_{ \pm}$, defined as

$$
W_{ \pm}=\lim _{t \rightarrow \pm \infty} U_{\mathrm{p}}(-t) U_{\mathrm{f}}(t)
$$

by the relation $S=W_{+}^{-1} W_{-}$. The unperturbed problem is frequently used to motivate the definitions of the incoming and the outgoing elements $D_{ \pm}$. This requires a detailed study of the unperturbed system. In the case of interest here, this corresponds to the Maxwell equations in the vacuum. This to some extent can be effected using the relevant theory for the vector Helmholtz equation, via the reduction of the Maxwell equation to the wave equation, but it can also be done using the original form of the Maxwell system.

We now turn to the construction of the wave operators $W_{ \pm}$and the scattering operator $S$, and show how the spectral expansions of the solutions introduced above may provide us with explicit expressions for these quantities. To do this, it is important to identify the subspaces $D_{ \pm}$. This problem depends on the particular nature of the application under consideration. We consider here the relevant problem for the Helmholtz equation before turning to the Maxwell system.

It is easy to check that $u(t, x)=\exp (-i \varpi t)\left(u_{+}(x)+u_{-}(x)\right)$, where $u_{ \pm}(x)=$ $e^{ \pm i \varpi x}$, is a solution of the one-dimensional wave equation. Recalling the d'Alembert representation of solutions of the wave equation, we see that $u_{+}$
characterises a wave moving from left to right and $u_{-}$a wave moving from right to left, both having the same time dependence $\exp (-i \varpi t)$. Equivalently, we can say that $u_{+}$is an outgoing wave since it is moving away from the origin while $u_{-}$is an incoming wave as it is moving towards the origin. Motivated by the above discussion in one dimension, we generalise this approach to higher spatial dimensions $(n=2,3)$, where now the shapes of the incoming and the outgoing waves will be the solutions $u_{ \pm}$of the equation

$$
\left(\Delta+\varpi^{2}\right) u_{ \pm}(x)=f(x), \quad x \in \mathbb{R}^{n}
$$

which are assumed to satisfy (see Remark 2.4.3) the Sommerfeld radiation conditions
$\left\{\partial_{r} \mp i \varpi\right\} u_{ \pm}(x)=o\left(r^{\frac{1-n}{2}}\right), u_{ \pm}(x)=O\left(r^{\frac{1-n}{2}}\right)$ as $r=|x| \rightarrow \infty$,
uniformly with respect to the direction $x /|x|$. The estimate (10.26) taken with a minus (plus) sign is called the Sommerfeld outgoing (incoming) radiation condition. These outgoing and incoming solutions provide the basis for the construction of a scattering theory.

We now consider the problem of expressing $w_{\mathrm{p}}$, the kernel function in the generalised eigenfunction expansion theorem (10.20) - (10.22), in a form convenient for perturbation analysis. Considering the nature of the problem, it is reasonable to assume that $w_{\mathrm{p}}$ is a perturbation of $w_{\mathrm{f}}$ and since $w_{\mathrm{f}}$ characterises a plane wave, we shall refer to $w_{\mathrm{p}}$ as a distorted plane wave.

Definition 10.5.1 An outgoing (resp. incoming) distorted plane wave $w_{+}(q, x)$ (resp. $\left.w_{-}(q, x)\right)$ satisfies
(i) $\left(\Delta+\varpi^{2}\right) w_{ \pm}(x)=0$, for $x, q \in \mathbb{R}^{n},|q|^{2}=\varpi^{2}$.
(ii) $w_{+}(q, x)-w_{\mathrm{f}}(q, x)$ satisfies the outgoing radiation condition (resp. $w_{-}(q, x)-w_{\mathfrak{f}}(q, x)$ satisfies the incoming radiation condition).

Consequently, we assume here that the kernel $w_{1}(q, x)$ is either an outgoing or an incoming distorted plane wave, and we write

$$
\begin{equation*}
w_{1}(q, x) \equiv w_{ \pm}(q, x)=w_{0}(q, x)+\mathrm{w}_{ \pm}(q, x) \tag{10.27}
\end{equation*}
$$

where $\mathrm{w}_{+}\left(\mathrm{w}_{-}\right)$behaves like an outgoing (incoming) wave.
REmARK 10.5.2 Of course, when dealing with specific physical problems, we must establish the existence and structure of the distorted plane waves. One way of achieving this is by means of the limiting absorption principle ${ }^{3}$ ([136], [137], [367]), which is based on noticing that if $A$ is a self-adjoint, linear operator in a Hilbert space $\mathbb{H}$ and if $\lambda=\tau+i \nu \in \mathbb{C}$, with $\nu \neq 0$, then the equation $(A-\lambda I) u(\lambda, x)=f(x)$ has a solution $u(\cdot, \lambda) \in \mathbb{H}$ for each $f \in \mathbb{H}$ because $\lambda \notin \sigma(A)$. In the limiting absorption principle method we look for solutions in the form $u_{ \pm}(\tau, x)=\lim _{\nu \rightarrow 0^{ \pm}} u(\lambda, x)$. The difficulty with this approach is centred on the interpretation of this limit, which can be

[^78]understood as the limit only in appropriate subspaces of $\mathbb{H}$. Physically, the quantity $u(\lambda, x), \nu \neq 0$ describes a steady-state wave in an energy-absorbing medium with an absorption coefficient proportional to $\nu$ ([432]).

If we assume the existence of the $w_{ \pm}$and, moreover, that they form two complete sets of generalised eigenfunctions for $A_{\mathrm{p}}$, then we may define the generalised integral transforms $F_{ \pm}$, using $w_{ \pm}$as kernels in (10.20). In particular,

$$
\begin{equation*}
\check{f}_{ \pm}(q)=\left(F_{ \pm} f\right)(q)=\lim _{r \rightarrow \infty} \int_{|x| \leq r} \overline{w_{ \pm}(q, x)} f(x) d x \tag{10.28}
\end{equation*}
$$

with similar expressions for $F_{ \pm}^{*}$ and the spectral representation of $A_{\mathrm{p}}$, provided these limits exist. We refer to $F_{+}$as an outgoing generalised Fourier transform and $F_{-}$as an incoming generalised Fourier transform.

On the basis of these various assumptions, we try to express $v_{\mathrm{p}}$ in two different manners, as

$$
v_{\mathrm{p}}(t, x)=v_{\mathrm{f}}^{ \pm}(t, x)+v^{ \pm}(t, x) .
$$

In the above expressions, $v_{\mathrm{f}}^{ \pm}$are solutions of the unperturbed system to which the solution of the perturbed system converges as $t \rightarrow \pm \infty$, respectively. The terms $v^{ \pm}$are terms such that $\lim _{t \rightarrow \pm \infty} v^{ \pm}=0$, and that model the transient effects of the perturbation on the system. On the other hand, the terms $v_{\mathrm{f}}^{ \pm}$model the "permanent" effects of the perturbation. As stated above it is of interest to specify the initial conditions $h_{ \pm}$of the unperturbed system, such that $U_{f}(t) h_{ \pm}=v_{f}^{ \pm}(t, x)$. Furthermore, the comparison of $h_{+}$ and $h_{-}$, through the scattering operator $S$ will provide information on the effect of the perturbation.

The solution of the perturbed system $v_{\mathrm{p}}(t, x)$ given in (10.23) has two spectral representations, depending on whether $w_{+}$or $w_{-}$is used in the expansion theorem (10.28). Specifically, we have ([369])

$$
\begin{equation*}
v_{\mathrm{p}}(t, x)=\lim _{r \rightarrow \infty} \int_{|q| \leq r} w_{+}(q, x) \exp (-i t|q|) \check{h}_{+}(q) d q \tag{10.29}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{\mathrm{p}}(t, x)=\lim _{r \rightarrow \infty} \int_{|q| \leq r} w_{-}(q, x) \exp (-i t|q|) \check{h}_{-}(q) d q \tag{10.30}
\end{equation*}
$$

where

$$
\check{h}_{ \pm}(q)=\int_{\mathbb{R}^{3}} \overline{w_{ \pm}(q, x)} h(x) d x
$$

Since $w_{+}$(resp. $w_{-}$) is an outgoing (resp. incoming) distorted plane wave, we refer to (10.29) (resp. (10.30)) as the outgoing (resp. incoming) spectral representations of $v_{\mathrm{p}}$.

We are now in a position to construct a useful form for the wave operators $W_{ \pm}$. If we substitute the decomposition (10.27) for $w_{-}$into (10.30), we obtain

$$
\begin{equation*}
v_{\mathrm{p}}(t, x)=v_{\mathrm{f}}^{-}(t, x)+v^{-}(t, x), \tag{10.31}
\end{equation*}
$$

where

$$
\begin{align*}
& v_{\mathrm{f}}^{-}(t, x)=\lim _{r \rightarrow \infty} \int_{|q| \leq r} w_{\mathrm{f}}(q, x) \exp (-i t|q|) \widetilde{h}_{-}(q) d q  \tag{10.32}\\
& v^{-}(t, x)=\lim _{r \rightarrow \infty} \int_{|q| \leq r} \mathrm{w}_{-}(q, x) \exp (-i t|q|) \widetilde{h}_{-}(q) d q \tag{10.33}
\end{align*}
$$

We now notice that since the kernel function in the integral (10.32) is $w_{\mathrm{f}}$, then it follows that $v_{\mathrm{f}}^{-}$represents a free wave. Therefore we can write

$$
v_{\mathrm{f}}^{-}(t, x)=U_{\mathrm{f}}(t) h_{\mathrm{f}}^{-}(x)=\exp \left(-i t A_{\mathrm{f}}^{1 / 2}\right) h_{\mathrm{f}}^{-}(x)
$$

The above discussion motivates the relation

$$
h_{\mathrm{f}}^{-}(x)=v_{\mathrm{f}}^{-}(0, x)
$$

which leads to

$$
\begin{equation*}
h_{\mathrm{f}}^{-}(x)=v_{\mathrm{f}}^{-}(0, x)=\left(F_{\mathrm{f}}^{*} \widetilde{h}_{-}\right)(x)=\left(F_{\mathrm{f}}^{*} F_{-} h_{\mathrm{p}}\right)(x) \tag{10.34}
\end{equation*}
$$

Now, (10.34) relates the initial data for a free problem and the initial data for an associated perturbed problem. Therefore, we conclude that as $t \rightarrow-\infty$, we might expect that

$$
h_{\mathrm{f}}^{-}(x)=\left(F_{\mathrm{f}}^{*} F_{-} h\right)(x)=W_{-} h(x),
$$

that is, we might expect that

$$
W_{-}=F_{f}^{*} F_{-}
$$

It turns out that this is indeed the case, provided we have local energy decay of the form $\lim _{t \rightarrow-\infty} v^{-}(t, \cdot)=0$, which by (10.31) is equivalent to $\lim _{t \rightarrow-\infty}\left\|v_{\mathrm{p}}(t, \cdot)-v_{\mathrm{f}}^{-}(t, \cdot)\right\|=0$. It now follows that

$$
\begin{align*}
\left\|v_{\mathrm{p}}(t, \cdot)-v_{\mathrm{f}}^{-}(t, \cdot)\right\| & =\left\|\exp \left(-i t A_{\mathrm{p}}^{1 / 2}\right) h_{\mathrm{p}}-\exp \left(-i t A_{\mathrm{f}}^{1 / 2}\right) h_{\mathrm{f}}^{-}\right\|  \tag{10.35}\\
& =\left\|\left\{\exp \left(i t A_{\mathrm{f}}^{1 / 2}\right) \exp \left(-i t A_{\mathrm{p}}^{1 / 2}\right)-F_{\mathrm{f}}^{*} F_{-}\right\} h_{\mathrm{p}}\right\|
\end{align*}
$$

so that by the definition of the wave operators given in (10.9) $W_{-}$exists and is given by

$$
W_{-}=F_{f}^{*} F_{-}
$$

Working in similar fashion in terms of the decomposition $v_{\mathrm{p}}=v_{\mathrm{f}}^{+}+v^{+}$, we find that

$$
W_{+}=F_{f}^{*} F_{+}
$$

Once we have determined the existence and the form of the wave operators $W_{ \pm}$, then a scattering operator, S , that links the initial conditions $h_{f}^{ \pm}$can be introduced as follows.

The above results indicate that

$$
h_{\mathrm{f}}^{ \pm}=W_{ \pm} h_{\mathrm{p}}=F_{\mathrm{f}}^{*} F_{ \pm} h_{\mathrm{p}} .
$$

This in turn implies

$$
F_{\mathrm{f}} h_{\mathrm{f}}^{ \pm}=\check{h}_{\mathrm{f}}^{ \pm}=F_{ \pm} h_{\mathrm{p}} .
$$

Hence,

$$
\check{h}_{\mathrm{f}}^{+}=F_{+} h_{\mathrm{p}}=F_{+} F_{-}^{*} \check{h}_{\mathrm{f}}^{-}=: \mathrm{S} \check{h}_{\mathrm{f}}^{-},
$$

and we see that

$$
\mathrm{S}:=F_{+} F_{-}^{*}: \check{h}_{\mathrm{f}}^{-} \mapsto \check{h}_{\mathrm{f}}^{+} .
$$

This operator and the unitarily equivalent operator

$$
F_{\mathrm{f}}^{*} \mathrm{~S} F_{\mathrm{f}}:=F_{\mathrm{f}}^{*} F_{+} F_{-}^{*} F_{\mathrm{f}}: h_{\mathrm{f}}^{-} \mapsto h_{\mathrm{f}}^{+}
$$

are particularly useful when discussing the theoretical and practical details of the asymptotic condition and the associated asymptotic equality results.

### 10.6 COMPLEX MEDIA ELECTROMAGNETICS

In this section we present the first steps in an attempt towards a Lax-Phillip like scattering theory, for general linear complex media in the time domain. Such a theory involves complicated technical issues, not analogous to the ones presented in detail for bounded domains in Chapter 7. It is intended to give a sketch of the approach required and as such is only a descriptive account of work in progress. For noncomplex linear media this problem is studied in detail in [376]. For a particular class of constitutive relations for complex media and under specific assumptions on the fields, this problem has been treated in detail in [37].

In this section we consider electromagnetic waves propagating in a homogeneous, three-dimensional chiral medium. Then the Maxwell equations assume, in terms of the six-vector notation $u=\left(u_{1}, u_{2}\right)^{t r}=(E, H)^{t r}$, the following form:

$$
\begin{equation*}
u^{\prime}=\mathrm{M}_{\mathrm{A}} u+\mathrm{G}_{\mathrm{A}} \star u+\mathrm{J}_{\mathrm{A}}, \tag{10.36}
\end{equation*}
$$

and the fields are assumed to be divergence free. We assume without loss of generality that $J_{\mathrm{A}}=0$ and that the material parameters are spatially homogeneous and isotropic.

To apply the general theory sketched in the previous sections, it is convenient to reduce the Maxwell equations (10.36) to an equation for the electric field component resembling the wave equation. We need to define the following intermediate operators and matrices:

$$
C=\left(\begin{array}{cc}
\text { curl } & 0 \\
0 & \text { curl }
\end{array}\right), \quad L=\left(\begin{array}{cc}
0 & -\varepsilon^{-1} \Delta \\
\mu^{-1} \Delta & 0
\end{array}\right), \Upsilon=\left(\begin{array}{cc}
0 & \varepsilon^{-1} \\
-\mu^{-1} & 0
\end{array}\right) .
$$

In what follows, for simplicity of presentation and without loss of generality, we assume $\epsilon=\mu=1$. We now take the curl of the Maxwell equation and use the vector identity $\operatorname{curlcurl} v=\operatorname{grad} \operatorname{div} v-\Delta v$, where $\Delta$ denotes the vector Laplacian, to obtain

$$
\begin{equation*}
(C u)^{\prime}=L u+\mathrm{G}_{\mathrm{A}} \star C u . \tag{10.37}
\end{equation*}
$$

Furthermore, we differentiate the Maxwell equation with respect to time to obtain

$$
\begin{equation*}
u^{\prime \prime}=\Upsilon(C u)^{\prime}+\mathrm{G}_{\mathrm{A}}^{\prime} \star u \tag{10.38}
\end{equation*}
$$

where we have assumed appropriate regularity for $G_{A}$ and (without loss of generality) that $G_{A}(0)=0$. After some algebraic manipulations, this Maxwell system reduces to the following system of coupled vector Helmholtz equations:

$$
\begin{equation*}
u^{\prime \prime}+\mathbb{A}_{\mathrm{f}}=\mathrm{G}_{\mathrm{A}}^{\prime} \star u+\mathrm{K} \star C u \tag{10.39}
\end{equation*}
$$

where

$$
\mathbb{A}_{\mathrm{f}}=\operatorname{diag}(-\Delta,-\Delta), \mathrm{K}=\Upsilon \mathrm{G}_{\mathrm{A}}
$$

In the absence of chirality and dispersion effects, the right-hand side of (10.39) vanishes and this system reduces to the vector Helmholz equation, whereas for complex media we obtain a perturbed vector Helmholtz equation. This may be rewritten in abstract form as

$$
\begin{equation*}
u^{\prime \prime}+\mathbb{A}_{\mathrm{p}} u=0 \tag{10.40}
\end{equation*}
$$

where $\mathbb{A}_{\mathrm{p}} u=\mathbb{A}_{\mathrm{f}} u-\mathrm{G}_{\mathrm{A}}^{\prime} \star u-\mathrm{K} \star C u$. We are thus in the familiar situation described in Section 10.3, where now $A_{\mathrm{f}}=\mathbb{A}_{\mathrm{f}}$ and $A_{\mathrm{p}}=\mathbb{A}_{\mathrm{p}}$.

Concerning the unperturbed problem (10.40), this is simply equivalent to the Maxwell equation in $\mathbb{R}^{3}$. This system is well studied (see, e.g., [278], [376]). All the various assumptions introduced in the abstract formulation above hold for $\mathrm{M}_{\mathrm{A}}$ for instance, the existence of the group $U_{\mathrm{f}}$ for the unperturbed problem in $\mathbb{R}^{3}$ is given by the following result.

THEOREM 10.6.1 The Maxwell operator $\mathrm{M}_{A}$ is skew adjoint on $H\left(\operatorname{div} 0, \mathbb{R}^{3}\right) \times$ $H\left(\operatorname{div} 0, \mathbb{R}^{3}\right)$, and generates a group.

Furthermore, there is a one-to-one correspondence between the solutions of the Helmholtz equation (10.40) and the Maxwell equations ([376]). This correspondence has several useful implications. For instance, as $\mathbb{A}_{f}$ is nothing but multiple copies of the Laplacian, the spectral decomposition of $\mathbb{A}_{f}$ can be effected through a standard extension of the Fourier-Plancherel theory in $\left(L^{2}\left(\mathbb{R}^{3}\right)\right)^{3} \times\left(L^{2}\left(\mathbb{R}^{3}\right)\right)^{3}$. Also, this correspondence allows us to obtain some information concerning the propagation properties of the wave solutions to the unperturbed Maxwell problem. These are summarised in the next theorem.

THEOREM 10.6.2 ([376]) Suppose that the initial data are in $H\left(\operatorname{div} 0, \mathbb{R}^{3}\right) \times$ $H\left(\operatorname{div} 0, \mathbb{R}^{3}\right)$.
(i) If $u_{\mathrm{f}, 0}$ has support in $\left|x-x_{0}\right| \geq \rho$, then for $|t|<\rho, U_{\mathrm{f}}(t) u_{\mathrm{f}, 0}$ has support in $\left|x-x_{0}\right| \geq \rho-|t|$.
(ii) If $u_{\mathrm{f}, 0}$ has support in $\left|x-x_{0}\right| \leq \rho$, then for $|t|<\rho, U_{\mathrm{f}}(t) u_{\mathrm{f}, 0}$ has support in $\left|x-x_{0}\right| \geq|t|-\rho$.
(iii) If $u_{\mathrm{f}, 0}, v_{\mathrm{f}, 0}$ are two initial conditions such that $U_{\mathrm{f}}(t) u_{\mathrm{f}, 0}$ vanishes for $|x|<t$, for all $t>0$, and $U_{\mathrm{f}}(t) v_{\mathrm{f}, 0}$ vanishes for $|x|<-t$, for all $t<0$, then $u_{\mathrm{f}, \mathrm{o}}$ and $v_{\mathrm{f}, 0}$ are orthogonal.
(iv) Let $v$ be an element of $D\left(\mathrm{M}_{A}\right)$. If $\left(\mathrm{M}_{A}-i \lambda\right) v$ vanishes for $|x|>\rho$ for some real but nonzero value of $\lambda$, then $v$ vanishes for $|x|>\rho$.

The above propagation properties help in the construction of the outgoing and incoming subspaces for the Maxwell system as

$$
\begin{aligned}
& D_{+}^{\rho}=\left\{v \in\left(L^{2}\left(\mathbb{R}^{3}\right)\right)^{3} \times\left(L^{2}\left(\mathbb{R}^{3}\right)\right)^{3}: U_{\mathrm{f}} v=0 \text { for }|x|<\rho+t, t>0\right\} \\
& D_{-}^{\rho}=\left\{v \in\left(L^{2}\left(\mathbb{R}^{3}\right)\right)^{3} \times\left(L^{2}\left(\mathbb{R}^{3}\right)\right)^{3}: U_{\mathrm{f}} v=0 \text { for }|x|<\rho-t, t<0\right.
\end{aligned}
$$

which can be shown to be orthogonal ([376]). Finally, the spectral theory of the Maxwell operator guarantees that the spectrum is purely absolutely continuous ([278]). The above facts allow us to validate for the unperturbed Maxwell system all the assumptions that were introduced in the formal development of the scattering theory above.

We now turn to the perturbed problem. Our first concern is to show global existence for the complex Maxwell equations in the whole of $\mathbb{R}^{3}$. This can be guaranteed if the Fourier transform with respect to time $\widetilde{G_{A}}$ of $G_{A}$ is antisymmetric. Then the Fourier transform of the Maxwell system yields $i q \widetilde{u}=\mathrm{M}_{\mathrm{A}} \widetilde{\mathrm{G}_{\mathrm{A}}} \widetilde{u}$, and by the antisymmetry of $\widetilde{\mathrm{G}_{\mathrm{A}}}$ the operator $\mathrm{M}_{\mathrm{A}}+\widetilde{\mathrm{G}_{\mathrm{A}}}$, acting on Fourier transformed fields, is skew adjoint. This provides information on the spectrum of $\mathrm{M}_{\mathrm{A}}+\widetilde{\mathrm{G}_{\mathrm{A}}}$, which guarantees that the solution $\widetilde{u}$ of $i q \widetilde{u}=$ $M_{A} \widetilde{G}_{A} \widetilde{u}$ is such that its inverse Fourier transform with respect to time is well defined over the whole of $\mathbb{R} \times \mathbb{R}^{3}$. This yields global solutions.

The scattering theory for the perturbed operator $A_{\mathrm{p}}=\mathbb{A}_{\mathrm{p}}$ is a more delicate issue, especially since the perturbation is no longer autonomous as in the case described in Section 10.3 but rather nonautonomous. However, a perturbation theory approach (of the general type presented in [368]) may be employed in order to develop an appropriate scattering theory.

The key to this approach is the generalisation of the one-parameter family of operators $U_{\mathrm{p}}(t)$, to a two-parameter family, $U_{\mathrm{p}}(t, s)$, called the propagator. This family plays the rôle of the evolution operator in nonautonomous systems. Of course, the unperturbed system, being an autonomous system can still be studied in terms of the evolution operator $U_{\mathrm{f}}(t)$. For the special case in which the perturbation is due to a convolution-type integral operator, the evolution operator can be given in terms of a one-parameter family of linear operators called the resolvent operator.

Definition 10.6.3 Consider the problem

$$
\begin{equation*}
u^{\prime}=\mathrm{M}_{A} u+\mathrm{G}_{A} \star u+\mathrm{J}_{A} . \tag{10.41}
\end{equation*}
$$

A family of continuous linear operators $\{R(t)\}_{t \geq 0}$ is called a resolvent to (10.41) if
(i) $R(0)=I$.
(ii) For all $x \in \mathbb{H}$, the map $t \mapsto R(t) x$ is a continuous function $\mathbb{R}_{+} \rightarrow \mathbb{H}$.
(iii) For all $t \geq s, U(s, t)$ is a continuous linear operator on $D\left(\mathrm{M}_{A}\right)$, endowed with the graph norm, and for all $y \in D\left(\mathrm{M}_{A}\right)$ the map $t \mapsto R(t) y$ belongs to $C^{1}\left(\mathbb{R}^{+}, D\left(\mathrm{M}_{A}\right)\right) \cap C^{1}\left(\mathbb{R}_{+}, \mathbb{H}\right)$, and satisfies

$$
\begin{aligned}
& (R(t) y)^{\prime}=\mathrm{M}_{A} R(t) y+\int_{0}^{t} \mathrm{G}_{A}(t-\tau) R(\tau) y d \tau \\
& (R(t) y)^{\prime}=R(t) \mathrm{M}_{A} y+\int_{0}^{t} R(t-\tau) \mathrm{G}_{A}(\tau) y d \tau
\end{aligned}
$$

For properties of the resolvent, see [133]. For the resolvent, existence implies uniqueness. The solution in $C\left(\mathbb{R}^{+}, D\left(\mathrm{M}_{\mathrm{A}}\right)\right) \cap C^{1}\left(\mathbb{R}^{+}, \mathbb{H}\right)$ of the problem (10.41) can be expressed in terms of the resolvent as

$$
u(t)=R(t) u_{0}+\int_{0}^{t} R(t-s) \mathrm{J}_{\mathrm{A}}(s) d s
$$

as long as $\mathrm{J}_{\mathrm{A}} \in C\left(\mathbb{R}^{+}, \mathbb{H}\right)$. It can be seen that for $\mathrm{J}_{\mathrm{A}}=0$, the resolvent family plays the rôle of the propagator. In the special case where $\mathrm{G}_{\mathrm{A}} \equiv 0$, the resolvent becomes a $C_{0}$ semigroup with infinitesimal generator $A$.

Theorem 10.6.4 Under the assumptions on $\mathrm{G}_{A}$ of Theorem 7.4.12, with $[0, T]$ replaced by $\mathbb{R}^{+}$, a resolvent family exists for (10.41).

This follows from the general results of [133] on perturbations of resolvent families, in conjunction with Theorem 10.6.1.

Proposition 10.6.5 The propagator can be obtained through the solution of a Volterra integral equation of the form

$$
\begin{equation*}
R(t)=\mathrm{T}_{\mathrm{M}_{A}}(t)+\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{A}}(t-\tau)\left(\int_{0}^{\tau} \mathrm{G}_{A}(\tau-r) R(r) d r\right) d \tau \tag{10.42}
\end{equation*}
$$

where $\mathrm{T}_{\mathrm{M}_{A}}$ is the semigroup generated by $\mathrm{M}_{A}$.
The proof follows easily by noting that the solution of (10.41) for $J_{\mathrm{A}}=0$ can be expressed as $u(t)=R(t) u_{0}$, while at the same time, employing a fixed point scheme, it can be expressed in terms of $\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}$ as $u(t)=\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(t) u_{0}+$ $\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-\tau)\left(\int_{0}^{\tau} \mathrm{G}_{\mathrm{A}}(\tau-r) u(r) d r\right) d \tau$.

The expression of the resolvent through the solution of the Volterra integral equation (10.42) is useful because it allows the perturbative construction of the resolvent. Assuming that $\mathrm{G}_{\mathrm{A}}$ is small, in an appropriate norm, a Neumann series expansion for $R(t)$ can be constructed. The assumption of smallness of $\mathrm{G}_{\mathrm{A}}$ is physically a reasonable one, as in general, the chirality effects are considered to be small. Assume that $\mathrm{G}_{\mathrm{A}}=\vartheta \mathrm{G}_{\mathrm{A}}^{\sharp}$, where $\vartheta$ is a small parameter denoting the order of magnitude of $\mathrm{G}_{\mathrm{A}}$ in the relevant norm, the resolvent can be expanded in the Neumann series

$$
R(t)=\sum_{j=0}^{\infty} \vartheta^{j} R^{(j)}(t)
$$

where the $R^{(j)}$ are given by the iterative procedure

$$
\begin{aligned}
& R^{(0)}(t)=\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(t), \\
& R^{(j)}(t)=\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-\tau)\left(\int_{0}^{\tau} \mathrm{G}_{\mathrm{A}}^{\sharp}(\tau-r) R^{(j-1)}(r) d r\right) d \tau, \quad j=1,2, \cdots .
\end{aligned}
$$

The terms in the series are easy to calculate, thus yielding approximate expressions for $u(t, x)$.

The resolvent family $R(t)$ coincides with $U(t, 0)$, where $U$ is the propagator. Clearly, by a simple modification, all the above results can be stated for $s \geq 0$. Furthermore, for the needs of scattering theory, we have to work in $\mathbb{R}$ instead of $\mathbb{R}^{+}$; the above results may be extended to this setting under proper technical modifications, thus allowing for $s<0$. In this task we need to consider the two-parameter family generalisation of the resolvent family as introduced in Definition 10.6.3, $R(t, s), s \leq t$.

The wave operators in the present case have to be modified, and understood as the operators that connect the condition of the perturbed and the unperturbed system, respectively, at time $s$. Note that since the system is nonautonomous, they can be defined as the strong limits

$$
W_{ \pm s}=\lim _{t \pm \infty} U_{\mathrm{f}}(s, t) U_{\mathrm{p}}(t, s)
$$

where $U_{\mathrm{f}}(s, t)=U_{\mathrm{f}}(s-t)$ is the propagator for the unperturbed system, which can be expressed in terms of the Fourier-Plancherel theory. As stated above, $U_{\mathrm{p}}(t, s)$ may be expressed through a convergent Neumann series involving $U_{\mathrm{f}}$ and the perturbation operator $\mathbb{A}_{\mathrm{p}}-\mathbb{A}_{\mathrm{f}}$, which in turn may be approximated using the Fourier-Plancherel theory. Therefore, in principle, the wave operators, if they exist, can be approximated constructively. The existence of the wave operators is related once more to the spectral theory of the perturbed Maxwell operator and can be treated by the extension of methods used in the perturbation theory of linear operators, similar to those presented in [229]; see also [277], [362].

### 10.7 MISCELLANEA

### 10.7.1 Scattering problems with boundary conditions

Extension to the analysis of electromagnetic scattering problems involving boundary conditions is in principle a reasonably straightforward but lengthy matter; see [432] and [369] for more details. Specific applications for special types of complex media can be found in [37]. Consideration of these problems when, e.g., the chiral parameters are time dependent ${ }^{4}$ can be found in [368].

### 10.7.2 Perturbed stratified media

Another class of very interesting problems of scattering theory refers to stratified media. Stratified media are media whose physical properties depend

[^79]on a single coordinate, and they can produce guided waves propagating in directions orthogonal to that of the stratification, in addition to the free waves propagating in a homogeneous medium. The perturbation of such a stratified medium may produce waves whose propagation properties are very important for a number of applications. In the case of noncomplex media, this problem has been studied in [423]; see also [32]. The extension of these ideas to complex media is an interesting problem that to the best of our knowledge has not been studied.

### 10.7.3 Inverse scattering problems

In this chapter we have introduced a few ideas concerning direct scattering problems, i.e., determining the scattering operator $S$ and the initial data $h^{ \pm}$from knowledge of $U_{\mathrm{f}}$ and $U_{\mathrm{p}}$ and $u_{\mathrm{p}}(0)$. Of at least equal importance are inverse scattering problems, which consist in determining $U_{\mathrm{p}}$ from the knowledge of S and $U_{\mathrm{f}}$. Inverse scattering problems are nonlinear and ill posed.

Inverse problems are particularly useful in applications since $S$ can be determined from experimental data; therefore, the solution of the inverse problem allows us to obtain information on the structure of the perturbed system such as the composition of the medium. For example, one could formulate an inverse scattering problem so as to reconstruct the susceptibility kernel matrix, $\mathrm{G}_{\mathrm{A}}$, from measurements of the incoming and outgoing waves. To the best of our knowledge, this problem is open.

## Chapter Eleven

## Nonlinear Problems

### 11.1 INTRODUCTION

Nonlinearity is inherent in nature and accounts for a number of interesting phenomena. To keep within the context of electromagnetic media, nonlinearity appears in a number of cases in which the dispersion relations or equivalently the coefficients of the constitutive relations change as a function of the field amplitudes. This behaviour is very common in dielectrics, where it has been experimentally verified, theoretically studied, and widely studied mathematically. Furthermore, the interplay between dispersion and nonlinearity in dielectrics has led to the observation of solitary waves, which has important applications to optical communications. Regarding chiral media, although third-order nonlinear effects were predicted as early as 1967, nonlinear optical rotation experiments were not undertaken before 1993. Out of a long list, the papers [313] and [314] can serve as representative of related important experimental work.

The structure of this chapter is as follows. In Section 11.2 we introduce a model for the study of nonlinear phenomena in complex media, and in Section 11.3 we provide some rigorous results concerning the solvability and well posedness of the nonlinear model using techniques from the theory of nonlinear PDEs.

### 11.2 FORMULATION

We consider a nonlinear complex electromagnetic medium modelled by constitutive relations of the form

$$
\mathrm{d}=\mathcal{L} u=\mathrm{A}_{0} u+\mathrm{G}_{0} \star u+\mathrm{G}_{0, \mathrm{n} \ell} \star \mathrm{~N}(u) u
$$

(see Section 2.3.5, equation (2.24)). The spatiotemporal evolution of the fields is given by the Maxwell equation

$$
\left(\mathrm{A}_{0} u+\mathrm{G}_{0} \star u+\mathrm{G}_{0, \mathrm{n} \ell} \star \mathrm{~N}(u) u\right)^{\prime}=\mathrm{M} u+j
$$

in a domain $\mathcal{O}$, supplemented with appropriate boundary conditions, e.g., the perfect conductor boundary condition $n \times u_{1}=0$, on $\partial \mathcal{O}$.

Assuming that the convolution kernels $\mathrm{G}_{0}$ and $\mathrm{G}_{0, \mathrm{n} \ell}$ are smooth enough that we may differentiate (weakly) $\mathcal{L} u$ with respect to time, we obtain

$$
(\mathcal{L} u)^{\prime}=\mathrm{A}_{0} u^{\prime}+\mathrm{G}_{0}(0) u+\mathrm{G}_{0, \mathrm{n} \ell}(0) \mathrm{N}(u) u+\mathrm{G}_{0}^{\prime} \star u+\mathrm{G}_{0, \mathrm{n} \ell}^{\prime} \star \mathcal{N}(u) u .
$$

Assuming further, as usual without loss of generality, that $G_{0}(0)=0$ and defining $\mathrm{B}_{\mathrm{A}}:=\mathrm{A}_{\mathrm{or}}^{-1} \mathrm{G}_{0, \mathrm{n} \ell}(0)$ and $\mathrm{G}_{\mathrm{A}, \mathrm{n} \ell}:=\mathrm{A}_{\text {or }}^{-1} \mathrm{G}_{0, \mathrm{n} \ell}^{\prime}$, the Maxwell system assumes in $\mathcal{O} \times[0, T]$ the explicit form

$$
\begin{equation*}
u^{\prime}+\mathrm{B}_{\mathrm{A}} \mathrm{~N}(u) u+\mathrm{G}_{\mathrm{A}, \mathrm{n} \ell} \star \mathrm{~N}(u) u=\mathrm{M}_{\mathrm{A}} u+\mathrm{G}_{\mathrm{A}} \star u+\mathrm{J}_{\mathrm{A}} \tag{11.1}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
u(0, x)=u_{0}(x), \quad x \in \mathcal{O} \tag{11.2}
\end{equation*}
$$

and the perfect conductor boundary condition

$$
\begin{equation*}
n \times u_{1}=0, \quad(t, x) \in[0, T] \times \partial \mathcal{O} . \tag{11.3}
\end{equation*}
$$

Remark 11.2.1 An alternative problem would be to add Ohmic effects, possibly nonlinear, to the above system. The inclusion of such a term does not introduce any significant complications into the mathematical treatment of the problem.

### 11.3 WELL POSEDNESS OF THE MODEL

In this section we study the well posedness of the nonlinear evolution equation (11.1). To make the presentation clearer we make a simplifying assumption according to which the nonlinear convolution effects in (11.1) are weaker than all the other effects, so that they may be neglected. This assumption models the fact that dispersion and nonlinearity are both weak effects, so that in general, $\mathrm{G}_{\mathrm{A}, \mathrm{n} \ell} \star \mathrm{N}(u) u \ll \mathrm{~B}_{\mathrm{A}} \mathrm{N}(u) u$. This assumption is a temporary one and will soon be relaxed to take into account the effect of both terms (see Section 11.3.4).

The above discussion motivates the following:
Assumption 11.3.1 $\mathrm{G}_{o, n e}$ is weakly differentiable and the order of magnitude of $\mathrm{G}_{0, n e}^{\prime}$ is negligible compared to the order of magnitude of $\mathrm{G}_{0, n e}(0)$.

Under this assumption, the governing equation (11.1) becomes

$$
\begin{equation*}
u^{\prime}+\mathrm{B}_{\mathrm{A}} \mathrm{~N}(u) u=\mathrm{M}_{\mathrm{A}} u+\mathrm{G}_{\mathrm{A}} \star u+\mathrm{J}_{\mathrm{A}} . \tag{11.4}
\end{equation*}
$$

As far as the linear dispersive effects modelled by the convolution kernels $\mathrm{G}_{\mathrm{A}}$ are concerned, we keep the standing assumptions of Chapter 7. However, we need some extra assumptions about the nonlinear terms.

We will adopt the following assumptions concerning the nonlinearity.
Assumption 11.3.2 The nonlinearity $\mathrm{B}_{\mathrm{A}} \mathrm{N}(u) u$ is monotone, i.e., there exists a $p \in \mathbb{N}$ such that for all $\mathrm{v} \in \mathbb{R}^{6}$,

$$
\mathrm{N}(\mathrm{v}) \mathrm{v} \cdot \mathrm{v} \geq \mathrm{c}|\mathrm{v}|^{p}, \mathrm{c}>0
$$

AsSumption 11.3.3 There exists a constant $\alpha$ such that for all $v \in \mathbb{R}^{6}$,

$$
|\mathrm{N}(\mathrm{v}) \mathrm{v}| \leq \alpha\left(1+|\mathrm{v}|^{p-1}\right)
$$

Assumption 11.3.4 The nonlinearity $\mathrm{B}_{\mathrm{A}} \mathrm{N}(u) u$ satisfies

$$
D_{v}\left(B_{A} N(v) v\right) w \cdot w \geq 0 \text { for all } v, w \in \mathbb{R}^{6},
$$

where $D_{\mathrm{v}}$ denotes the derivative with respect to the vector v .
Remark 11.3.5 It is easily seen that for nonlinearities of the form given by equations (2.24) and (2.25) assumed here, Assumptions 11.3.2 (for $p=$ $q+2)$ and 11.3.4 hold provided that the matrices $N_{1}, N_{2}$ out of which N is composed, are positive definite.

REMARK 11.3.6 The above assumptions on the nonlinearity are common in the mathematical modelling and study of nonlinear electromagnetic media. For instance, they are used by Wellander [426] in the study of nonlinear dielectric materials. On the mathematical side, these assumptions allow us to employ the powerful techniques of monotone operators to study the well posedness of these models. The second assumption corresponds to the convexity of the energy functional of the medium.

We now turn to the problem of existence. We will consider weak solutions, which are defined in a similar manner to that of Chapter 7, with the important difference that because of the nonlinearity the test functions will no longer belong to the same space as the solution, hence the corresponding integrals are to be understood as duality pairings between the involved spaces. The strategy of the proof is to construct finite-dimensional approximations of the system, show the existence of these approximations, and then use the a priori bounds to show that a limit exists that is a solution of the original (infinite-dimensional) problem.

### 11.3.1 A priori bounds

To prove the local existence of a weak solution of the initial boundary value problem (11.2)-(11.4), we will apply the Faedo-Galerkin method. At the first step of the method we need some a priori estimates.

We prove the following.
Proposition 11.3.7 Assume that the nonlinearity satisfies the monotonicity Assumption 11.3.2, the kernel $\mathrm{G}_{A} \in W^{1,1}\left([0, T],\left(L^{\infty}(\mathcal{O})\right)^{36}\right)$, the initial condition $u_{0} \in\left(L^{q+2}(\mathcal{O})\right)^{3} \times\left(L^{q+2}(\mathcal{O})\right)^{3}$, and the forcing term $\mathrm{J}_{A} \in$ $L^{1}([0, T], \mathbb{X})$. Then any sufficiently regular solution $u$ of (11.3)-(11.4) satisfies the following energy estimates:

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\|u(t)\|_{\left(L^{q+2}(\mathcal{O})\right)^{6}} \leq C, \sup _{0 \leq t \leq T}\|u(t)\|_{\mathbb{x}} \leq C \tag{11.5}
\end{equation*}
$$

where the constant $C$ depends on $\mathcal{O}, q$ and $T$.
Proof. To obtain the energy estimates (11.5), we use a standard technique introduced first for parabolic equations ([263]). Taking the $L^{2}(\mathcal{O})$ inner
product of (11.4) with $u$, we obtain

$$
\begin{aligned}
& \int_{\mathcal{O}} u^{\prime} \cdot u d x+\int_{\mathcal{O}}\left(\mathrm{B}_{\mathrm{A}} \mathrm{~N}(u) u\right) \cdot u d x \\
& =\int_{\mathcal{O}} \mathrm{M}_{\mathrm{A}} u \cdot u d x+\int_{\mathcal{O}}\left(\mathrm{G}_{\mathrm{A}} \star u\right) \cdot u d x+\int_{\mathcal{O}} \mathrm{J}_{\mathrm{A}} \cdot u d x
\end{aligned}
$$

or, equivalently,

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|u\|_{\mathrm{x}}^{2}+\int_{\mathcal{O}} \mathrm{B}_{\mathrm{A}} \mathrm{~N}(u) u d x \leq C_{1}(T) \sup _{s \in[0, T]}\|u(s)\|_{\mathrm{x}}^{2}+\frac{\epsilon}{2}\|u\|_{\mathrm{x}}^{2}+\frac{1}{2 \epsilon}\left\|\mathrm{~J}_{\mathrm{A}}\right\|_{\mathrm{X}}^{2} \tag{11.6}
\end{equation*}
$$

where we have used the property that $\int_{\mathcal{O}} \mathrm{M}_{\mathrm{A}} u \cdot u d x=0$ (recall the properties of the matrix $\mathrm{A}_{0}$ ) and the Cauchy-Schwarz inequality to estimate $\int_{\mathcal{O}} \mathrm{J}_{\mathrm{A}} \cdot u d x$, for an arbitrary $\epsilon>0$. On the right-hand side we have estimates of the convolution term $\mathrm{G}_{\mathrm{A}} \star u$, and this explains the explicit dependence of $C_{1}$ and $C_{2}$ on the length of the time interval $[0, T]$.

Using Assumption 11.3.2 (monotonicity of the nonlinearity N), the estimate (11.6) yields

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|u\|_{\mathrm{x}}^{2} \leq C_{1}(T) \sup _{s \in[0, T]}\|u(s)\|_{\mathrm{x}}^{2}+\frac{1}{2 \epsilon}\left\|\mathrm{~J}_{\mathrm{A}}\right\|_{\mathrm{x}}^{2} \tag{11.7}
\end{equation*}
$$

which, by Gronwall's inequality, for any bounded $T>0$ gives

$$
\sup _{t \in[0, T]}\|u(t)\|_{\mathrm{x}}^{2}<C(T)<\infty
$$

for a constant $C$ in general dependent on the time horizon $T$. Therefore, this a priori bound guarantees that $u \in L^{\infty}([0, T] ; \mathbb{X})$.

We now return to estimate (11.6), reinserting the nonlinear term into the left-hand side, which, combined with the monotonicity assumption for the nonlinearity, yields

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|u\|_{\mathrm{x}}^{2}+C \lambda\|u\|_{\left(L^{q+2}(\mathcal{O})\right)^{6}}^{q+2} \leq C_{1}(T) \sup _{s \in[0, T]}\|u(s)\|_{\mathbb{x}}^{2}+\left\|\mathrm{J}_{\mathrm{A}}\right\|_{\mathrm{X}}^{2} \tag{11.8}
\end{equation*}
$$

Integrating with respect to time over the interval $[0, T]$ and using the previous estimate, we obtain

$$
\int_{0}^{T}\|u\|_{\left(L^{q+2}(\mathcal{O})\right)^{6}}^{q+2}(s) d s<C_{3}(T)<\infty
$$

for some constant $C_{3}$; hence $u \in L^{q+2}\left([0, T] ;\left(L^{q+2}(\mathcal{O})\right)^{3} \times\left(L^{q+2}(\mathcal{O})\right)^{3}\right)$. By (11.7) and (11.8) we obtain the $L^{\infty}\left([0, T] ;\left(L^{q+2}(\mathcal{O})\right)^{3} \times\left(L^{q+2}(\mathcal{O})\right)^{3}\right)$ bound. The assumption $T<\infty$ is crucial in the above estimates.

REmARK 11.3.8 The above result can be obtained under a weaker assumption on the forcing term: $\mathrm{J}_{\mathrm{A}} \in L^{1}\left([0, T],\left(L^{1+\frac{1}{p}}(\mathcal{O})\right)^{3} \times\left(L^{1+\frac{1}{p}}(\mathcal{O})\right)^{3}\right)$.

We now obtain a priori bounds for the temporal derivative of the fields.

Proposition 11.3.9 Under the assumptions of Proposition 11.3.7, and additionally if Assumptions 11.3.3, 11.3.4 are true and $\mathrm{J}_{A} \in W^{1,1}([0, T] ; \mathbb{X})$, the following a priori bounds hold:

$$
\left\|u^{\prime}\right\|_{L^{2}([0, T] ; \mathbb{X})} \leq C_{1}, \quad\left\|\mathrm{M}_{A} u\right\|_{L^{p^{\prime}}\left([0, T]_{;}\left(L^{p^{\prime}}(\mathcal{O})\right)^{6}\right.} \leq C_{2}
$$

where $p=q+2$, and $\frac{1}{p^{\prime}}+\frac{1}{p}=1$. Furthermore,

$$
\sup _{t \in[0, T]}\left\|u^{\prime}(t)\right\|_{\mathbb{X}}<C_{3}, \sup _{t \in[0, T]}\left\|\mathrm{M}_{A} u(t)\right\|_{\left(L^{p^{\prime}}(\mathcal{O})\right)^{6}}<C_{4} .
$$

Proof. We differentiate the equation (11.1) formally with respect to $t$ to obtain

$$
\begin{equation*}
u^{\prime \prime}+D_{u}\left(\mathrm{~B}_{\mathrm{A}} \mathrm{~N}(u) u\right) u^{\prime}=\mathrm{M}_{\mathrm{A}} u^{\prime}+\mathcal{C}+\mathrm{J}_{\mathrm{A}}^{\prime} \tag{11.9}
\end{equation*}
$$

where $\mathcal{C}(t)=\left(\mathrm{G}_{\mathrm{A}} \star u\right)^{\prime}=\mathrm{G}_{\mathrm{A}}(0) u(t)+\mathrm{G}_{\mathrm{A}}^{\prime} \star u$, the second equality being true provided appropriate temporal regularity of the convolution kernels is assumed.

We now take the inner product of (11.9) with $u^{\prime}$ in $\mathbb{X}$. Since $\int_{\mathcal{O}} M_{A} u^{\prime}$. $u^{\prime} d x=0$, this gives

$$
\int_{\mathcal{O}} u^{\prime \prime} \cdot u^{\prime} d x+\int_{\mathcal{O}} D_{u}\left(\mathrm{~B}_{\mathrm{A}} \mathrm{~N}(u) u\right) u^{\prime} \cdot u^{\prime} d x=\int_{\mathcal{O}} \mathcal{C}(t) \cdot u^{\prime} d x+\int_{\mathcal{O}} \mathrm{J}_{\mathrm{A}}^{\prime} \cdot u^{\prime} d x
$$

The term $\int_{\mathcal{O}} \mathcal{C}(t) \cdot u^{\prime} d x$ consists of convolution integrals which can be estimated as

$$
\left|\int_{\mathcal{O}}\left(\mathrm{G}_{\mathrm{A}}^{\prime} \star u\right)(t) u^{\prime}(t) d x\right| \leq \epsilon\left\|u^{\prime}(t)\right\|_{\mathrm{x}}+\frac{1}{2 \epsilon} C(t) \sup _{s \in[0, T]}\|u(s)\|_{\mathrm{x}} .
$$

Therefore, for every $\epsilon>0$,

$$
\frac{1}{2} \frac{d}{d t}\left\|u^{\prime}\right\|_{\mathrm{x}}^{2}+\int_{\mathcal{O}} \mathrm{B}_{\mathrm{A}} D_{u}(\mathrm{~N}(u) u) u^{\prime} \cdot u^{\prime} d x \leq \epsilon\left\|u^{\prime}\right\|_{\mathrm{x}}^{2}+\frac{1}{4 \epsilon}\left\|\mathrm{~J}_{\mathrm{A}}^{\prime}\right\|_{\mathrm{X}}^{2}+C,
$$

where $C$ is an appropriate constant. By Assumption 11.3.4, the second term in the left-hand side of the above inequality is always non-negative. Hence, by choosing $\epsilon$ as small as necessary and applying Gronwall's inequality, we obtain that $u^{\prime} \in L^{2}([0, T] ; \mathbb{X})$. Then, integration of the above inequality yields that $u^{\prime}$ is bounded in $L^{\infty}([0, T] ; \mathbb{X})$.

We now use the above obtained bounds for $u^{\prime}$ to obtain a bound for $\mathrm{M}_{\mathrm{A}} u$. By equation (11.4) we have

$$
\mathrm{M}_{\mathrm{A}} u=u^{\prime}+\mathrm{B}_{\mathrm{A}} \mathrm{~N}(u) u-\mathrm{G}_{\mathrm{A}} \star u-\mathrm{J}_{\mathrm{A}} .
$$

Since $u \in L^{p}\left([0, T],\left(L^{p}(\mathcal{O})\right)^{3} \times\left(L^{p}(\mathcal{O})\right)^{3}\right)($ by Proposition 11.3.7), we observe by Assumption 11.3.3 that $\mathrm{N}(u) u \in L^{p^{\prime}}\left([0, T],\left(L^{p^{\prime}}(\mathcal{O})\right)^{3} \times\left(L^{p^{\prime}}(\mathcal{O})\right)^{3}\right)$, where $\frac{1}{p}+\frac{1}{p^{\prime}}=1$. Furthermore, since $u^{\prime} \in L^{2}([0, T] ; \mathbb{X})$, we have that $\mathrm{M}_{\mathrm{A}} u \in$ $L^{p^{\prime}}\left([0, T],\left(L^{p^{\prime}}(\mathcal{O})\right)^{3} \times\left(L^{p^{\prime}}(\mathcal{O})\right)^{3}\right)$ by the standard Lebesgue embeddings (for $p>2)$. By further applying the $L^{\infty}([0, T] ; \mathbb{X})$ bound for $u^{\prime}$, we obtain the required $L^{\infty}\left([0, T] ;\left(L^{p^{\prime}}(\mathcal{O})\right)^{6}\right)$ bound for $\mathrm{M}_{\mathrm{A}} u$. In all the above estimates the assumption that $T<\infty$ is crucial.

REmARK 11.3.10 Analogous a priori estimates can also be established under the assumption of Remark 11.3.8. Clearly, in this case $u^{\prime}$ will no longer be in $L^{2}$.

### 11.3.2 Finite-dimensional approximation

To construct an approximation sequence to a (weak) solution to (11.4), (11.2), (11.3), we first consider an orthonormal base $\left\{e_{k}\right\}_{k=1}^{\infty}$ of $\mathbb{X}_{\mathrm{M}}$. Then we define for any $n>1$ the approximating sequence $\left\{u_{n}\right\}$, where $u_{n}(t, x)=$ $\sum_{k=1}^{n} \vartheta_{k}(t) e_{k}(x)$ and the (scalar) coefficients $\vartheta_{k}(t)$ are to be determined. This expansion simplifies the finite-dimensional projection of the nonlinear terms. Since $\left\{e_{k}\right\}$ is also a basis of $\mathbb{X}$, we can expand the initial datum and source terms similarly. In what follows we identify $u_{n}=\left(\vartheta_{1}, \ldots, \vartheta_{n}\right)^{t r} \in \mathbb{R}^{n}$ with an element (also denoted by $\left.u_{n}\right) u_{n} \in V_{n}:=\operatorname{span}\left(\left\{e_{k}\right\}_{k=1}^{n}\right) \subset \mathbb{X}$.

The approximating problem satisfied by $u_{n}$ is the following:

$$
\begin{align*}
u_{n}(t) & =\phi\left(u_{n}(0)\right)-\int_{0}^{t} \mathrm{~B}_{\mathrm{A}} \mathrm{~N}\left(u_{n}(s)\right) u_{n}(s) d s-\int_{0}^{t}\left(\mathrm{G}_{\mathrm{A}} \star u_{n}\right)(s) d s \\
& +\int_{0}^{t} \mathrm{M}_{\mathrm{A}} u_{n}(s) d s+\int_{0}^{t}\left(\mathrm{~J}_{\mathrm{A}}\right)_{n}(s) d s \tag{11.10}
\end{align*}
$$

where the subscripts $n$ denote the projections of the relevant quantities onto the space spanned by the first $n$ elements of $\left\{e_{k}\right\}$, and in $\phi\left(u_{n}(0)\right)$ we collect all contributions of the initial conditions. In accordance with the previous comment on the nature of $u_{n}$, this integral equation can be treated either as an equation in $V_{n} \subset \mathbb{X}$ or as an equation in $\mathbb{R}^{n}$. In fact $V_{n} \simeq \mathbb{R}^{n}$.

REmARK 11.3.11 To arrive at (11.10), we need to take the weak form of the equation using appropriate test functions (e.g., $\Phi(x, t) \in H^{1}\left([0, T], \mathbb{X}_{M}\right)$, with $\Phi(x, T)=0)$. We also consider as initial condition $u_{n, 0}$ the projection of $u_{0}(x)$ on $\mathbb{X}_{\mathrm{M}}$.

The finite-dimensional approximation (11.10) is a nonlinear integral equation of Volterra type, the well posedness of which is shown in the next proposition.

Proposition 11.3.12 Assume that the nonlinearity has the following properties ${ }^{1}$ :
(i) For all $\mathrm{v} \in \mathbb{R}^{6}$ such that $|\mathrm{v}| \leq M$, there exist $p \in \mathbb{N}$ and $\alpha>0$ such $^{2}$ that $\left|\mathrm{B}_{A} \mathrm{~N}(\mathrm{v}) \mathrm{v}\right| \leq \alpha M^{p}$.
(ii) For all $\mathrm{v}_{i} \in \mathbb{R}^{6}$ such that $\left|\mathrm{v}_{i}\right| \leq M, i=1,2$, the nonlinearity is locally Lipschitz, i.e., $\left|\mathrm{B}_{A} \mathrm{~N}\left(\mathrm{v}_{1}\right) \mathrm{v}_{1}-\mathrm{B}_{A} \mathrm{~N}\left(\mathrm{v}_{2}\right) \mathrm{v}_{2}\right| \leq \Lambda(\alpha, M)\left|\mathrm{v}_{1}-\mathrm{v}_{2}\right|$.

Then the finite-dimensional approximation (11.10) admits a unique solution in $C\left([0, T], \mathbb{R}^{n}\right)$, for all $n \in \mathbb{N}$.

[^80]Proof. The proof uses a standard fixed point argument (see, e.g., [82]), which we sketch briefly. We choose an interval $\left[t_{0}, t_{0}+\theta\right]$ and consider (11.10) in this interval. This yields the following nonlinear Volterra equation in $\mathbb{R}^{n}$ :

$$
\begin{align*}
u_{n}(t) & =\phi\left(u_{n}\left(t_{0}\right)\right)-\int_{t_{0}}^{t} \mathrm{~B}_{\mathrm{A}} \mathrm{~N}\left(u_{n}(s)\right) u_{n}(s) d s-\int_{t_{0}}^{t}\left(\mathrm{G}_{\mathrm{A}} \star u_{n}\right)(s) d s  \tag{11.11}\\
& +\int_{t_{0}}^{t} \mathrm{M}_{\mathrm{A}} u_{n}(s) d s+\int_{t_{0}}^{t}\left(\mathrm{~J}_{\mathrm{A}}\right)_{n}(s) d s
\end{align*}
$$

where in $\phi\left(u_{n}\left(t_{0}\right)\right)$ we collect all the "initial" value terms, i.e., the terms that contain the functions $u_{n}$ calculated at $t_{0}$.

We now define the operator $\mathrm{F}: C\left([0, T], \mathbb{R}^{n}\right) \rightarrow C\left([0, T], \mathbb{R}^{n}\right)$ by

$$
\begin{aligned}
(\mathrm{Fs})(t) & :=\phi\left(\mathfrak{s}\left(t_{0}\right)\right)-\int_{t_{0}}^{t} \mathrm{~B}_{\mathrm{A}} \mathrm{~N}(\mathfrak{s}(s)) \mathfrak{s}(s) d s-\int_{t_{0}}^{t}\left(\mathrm{G}_{\mathrm{A}} \star \mathfrak{s}\right)(s) d s \\
& +\int_{t_{0}}^{t} \mathrm{M}_{\mathrm{A}} \mathfrak{s}(s) d s+\int_{t_{0}}^{t}\left(\mathrm{~J}_{\mathrm{A}}\right)_{n}(s) d s
\end{aligned}
$$

or, in compact notation,

$$
\left(\mathrm{F}_{\mathfrak{s})}(t)=\phi\left(\mathfrak{s}\left(t_{0}\right)\right)+\mathrm{F}_{\ell}(\mathfrak{s})(t)+\mathrm{F}_{\mathrm{n} \ell}(\mathfrak{s})(t),\right.
$$

where $F_{\ell}$ contains all the linear terms and $F_{n \ell}$ contains all the nonlinear terms of the operator $F$.

Then the nonlinear integral equation (11.11) is written in operator form as

$$
u_{n}=\mathrm{F} u_{n},
$$

and the solution $u_{n}$ being the fixed point of the operator F . We will employ a fixed point theorem to show that the operator $F$ has a fixed point.

Consider:
$\mathbb{S}_{\theta, \nu, \lambda}:=\left\{\mathfrak{s} \in C\left(\left[t_{0}, t_{0}+\theta\right] ; \mathbb{R}^{n}:|\mathfrak{s}(t)-\phi| \leq \nu \lambda,\left|\mathfrak{s}\left(t_{1}\right)-\mathfrak{s}\left(t_{2}\right)\right| \leq \lambda\left|t_{1}-t_{2}\right|\right\}\right.$, where $\phi:=\phi\left(u_{n}\left(t_{0}\right)\right)$ and $\theta, \nu, \lambda$ are to be determined later on. The set $\mathbb{S}_{\theta, \nu, \lambda}$ is convex. Further, by the Arzelà-Ascoli theorem (see Theorem A.5.1 in Appendix A), it is compact.

We will show first that $F$ leaves $\mathbb{S}_{\theta, \nu, \lambda}$, invariant for a suitable choice of $\theta, \nu, \lambda$.

As a first step we can show that if $|\mathfrak{s}(t)-\phi| \leq \nu \lambda$ then $|\mathrm{Fs}(t)-\phi| \leq 1$. Indeed,

$$
\mid\left(\mathrm{F}_{\mathfrak{s})}(t)-\phi\left|\leq\left|\left(\mathrm{F}_{\ell} \mathfrak{s}\right)(t)+\left(\mathrm{F}_{\mathrm{n} \ell} \mathfrak{s}\right)(t)\right| \leq C(\alpha, M, \theta, \nu, \lambda),\right.\right.
$$

where $C(\alpha, M, \theta, \nu, \lambda)$ is a finite constant that can be made as small as possible for small enough $\alpha, \theta, \nu$ and $\lambda$, as can be easily seen by the properties of the nonlinearity. We choose the constants so that $C(\alpha, \theta, \nu, \lambda)<\nu \lambda$.

We now address the question of whether $(\mathrm{F}(\mathfrak{s})(t)$ is a Lipschitz continuous function of $t$. To this end we calculate $\left|(\mathrm{Fs})\left(t_{1}\right)-(\mathrm{Fs})\left(t_{2}\right)\right|$, which consists of integrals of linear and nonlinear terms, as follows:

$$
\mid\left(\mathrm{F}_{\mathfrak{s}}\right)\left(t_{1}\right)-\left(\mathrm { F } _ { \mathfrak { s } ) } ( t _ { 2 } ) \left|\leq\left|\left(\mathrm{F}_{\ell \mathfrak{s})}\right)\left(t_{1}\right)-\left(\mathrm{F}_{\ell} \mathfrak{s}\right)\left(t_{2}\right)\right|+\left|\left(\mathrm{F}_{\mathrm{n} \ell} \mathfrak{s}\right)\left(t_{1}\right)-\left(\mathrm{F}_{\mathrm{n} \ell} \mathfrak{s}\right)\left(t_{2}\right)\right| .\right.\right.
$$

The contribution of $\mathrm{F}_{\ell}$ consists of terms of the form
$\int_{t_{0}}^{t_{1}} \mathrm{~K}_{\mathrm{G}}\left(t_{1}, s\right) u(s) d s-\int_{t_{0}}^{t_{2}} \mathrm{~K}_{\mathrm{G}}\left(t_{2}, s\right) u(s) d s=\int_{t_{0}}^{t_{2}} \mathrm{~K}_{\mathrm{G}}^{\diamond}(s) d s+\int_{t_{1}}^{t_{2}} \mathrm{~K}_{\mathrm{G}}\left(t_{1}, s\right) u(s) d s$,
where the kernel $\mathrm{K}_{\mathrm{G}}(t, s)$ contains the convolution integral $\mathrm{G}_{\mathrm{A}}^{\prime} \star u$ (i.e., the above term consists of iterated integrals) and $\mathrm{K}_{\mathrm{G}}^{\diamond}(s):=\mathrm{K}_{\mathrm{G}}\left(t_{1}, s\right)-\mathrm{K}_{\mathrm{G}}\left(t_{2}, s\right)$. The fact that $\mathrm{K}_{\mathrm{G}}$ is defined in terms of convolution integrals guarantees that $\mathrm{K}_{\mathrm{G}}(t, s)$ is a Lipschitz function with Lipschitz constant $L_{K}$ with respect to its first argument. Combining the above, we see that

$$
\left|\left(\mathrm{F}_{\ell} \mathfrak{s}\right)\left(t_{1}\right)-\left(\mathrm{F}_{\ell} \mathfrak{s}\right)\left(t_{2}\right)\right| \leq C_{1}\left(L_{K}, M\right)\left|t_{1}-t_{2}\right| .
$$

A similar argument in which we also use the fact that the nonlinearity is locally Lipschitz shows that a Lipschitz estimate holds for the nonlinear term:

$$
\left|\left(\mathrm{F}_{\mathrm{n} \ell} \mathfrak{s}\right)\left(t_{1}\right)-\left(\mathrm{F}_{\mathrm{n} \ell} \mathfrak{s}\right)\left(t_{2}\right)\right| \leq C_{2}\left(L_{K}, \lambda, M, \alpha\right)\left|t_{1}-t_{2}\right|
$$

Therefore,

$$
\left|(\mathrm{Fs})\left(t_{1}\right)-(\mathrm{Fs})\left(t_{2}\right)\right| \leq\left(C_{1}\left(L_{K}, M\right)+C_{2}\left(L_{K}, \lambda, M, \alpha\right)\right)\left|t_{1}-t_{2}\right|
$$

so that as long as $\lambda$ is chosen so that $\left(C_{1}\left(L_{K}, M\right)+C_{2}\left(L_{K}, \lambda, M, \alpha\right)\right) \leq$ $\lambda$ (which is always feasible as long as $\alpha$ is small enough), F leaves $\mathbb{S}_{\theta, \nu, \lambda}$ invariant. Therefore, by the Schauder fixed point theorem (see Theorem A.9.3 in Appendix A), the operator F has a fixed point that corresponds to a local solution of the nonlinear integral equation in the interval $\left[t_{0}, t_{0}+\theta\right]$. Using a standard continuation argument (see, e.g., [82]), we extend this solution in the whole interval $[0, T]$. Uniqueness follows by the Lipschitz assumption.

### 11.3.3 Solvability

We now pass to the limit as $n \rightarrow \infty$ in the finite-dimensional approximations $\left\{u_{n}\right\}$. It is immediately evident that the finite-dimensional approximations of the solution satisfy the a priori bounds obtained in the previous section (see Proposition 11.3.7), and in particular with the right-hand side independent of $n$.

We will need the following lemma.
Lemma 11.3.13 Let $b \geq 0$. Then for any $y_{1}, y_{2} \in \mathbb{R}^{m}, m \in \mathbb{N}$, there holds

$$
\left(\left|y_{1}\right|^{b} y_{1}-\left|y_{2}\right|^{b} y_{2}\right) \cdot\left(y_{1}-y_{2}\right) \geq C(m, b)\left|y_{1}-y_{2}\right|^{b+2} .
$$

Here ". " stands for the usual inner product in $\mathbb{R}^{m}$.
For a proof, see [134], p. 13.
Now we are ready to prove our main result.
Theorem 11.3.14 Under the assumptions of Propositions 11.3.7 and 11.3.9 and further assuming that $\mathrm{G}_{d} \in W^{1, \infty}\left([0, T] ; L^{\infty}(\mathcal{O})^{36}\right)^{3}$, problem (11.2)(11.4) has a unique weak solution,

$$
u \in L^{\infty}\left([0, T], \mathbb{X}_{M}\right) \cap L^{\infty}\left([0, T],\left(L^{q+2}(\mathcal{O})\right)^{6}\right)
$$

[^81]Proof. The basic argument of the proof goes as follows: let $p=q+2$. By the a priori estimates and the general weak compactness results (see, e.g., Section A. 2 in Appendix A) it follows that:
(i) Since $u_{n}$ is uniformly bounded in $L^{p}\left([0, T] ;\left(L^{p}(\mathcal{O})\right)^{3} \times\left(L^{p}(\mathcal{O})\right)^{3}\right)$, there exists a subsequence $\left\{u_{n_{k}}\right\}$ and an element $u$ such that

$$
u_{n_{k}} \rightharpoonup u \text { in } L^{p}\left([0, T],\left(L^{p}(\mathcal{O})\right)^{3} \times\left(L^{p}(\mathcal{O})\right)^{3}\right)
$$

(ii) Since $\left\{v_{n}\right\}:=\left\{\mathrm{M}_{\mathrm{A}} u_{n}\right\}$ is uniformly bounded in $L^{p^{\prime}}\left([0, T],\left(L^{p^{\prime}}(\mathcal{O})\right)^{3} \times\right.$ $\left.\left(L^{p^{\prime}}(\mathcal{O})\right)^{3}\right) \simeq L^{p^{\prime}}\left([0, T],\left(L^{p^{\prime}}(\mathcal{O})\right)^{6}\right)$, there exists a subsequence $\left\{v_{n_{m}}\right\}$ and an element $v$ such that

$$
v_{n_{m}} \rightharpoonup v \text { in } L^{p^{\prime}}\left([0, T] ;\left(L^{p^{\prime}}(\mathcal{O})\right)^{3} \times\left(L^{p^{\prime}}(\mathcal{O})\right)^{3}\right)
$$

(iii) Since $\left\{z_{n}\right\}:=\left\{\mathrm{N}\left(u_{n}\right) u_{n}\right\}$ is uniformly bounded in $L^{p^{\prime}}\left([0, T],\left(L^{p^{\prime}}(\mathcal{O})\right)^{3} \times\right.$ $\left.\left(L^{p^{\prime}}(\mathcal{O})\right)^{3}\right)$, there exists a subsequence $\left\{z_{n_{r}}\right\}$ and an element $z$ such that

$$
z_{n_{r}} \rightharpoonup z \text { in } L^{p^{\prime}}\left([0, T],\left(L^{p^{\prime}}(\mathcal{O})\right)^{3} \times\left(L^{p^{\prime}}(\mathcal{O})\right)^{3}\right)
$$

As usual, for simplicity and to ease notation in what follows, all weakly convergent subsequences are denoted by the same notation as their original sequences.

By standard arguments the weak limit $v$ can be identified as $v=\mathrm{M}_{\mathrm{A}} u$. Indeed, $\left\langle\mathrm{M}_{\mathrm{A}} u_{n}, \phi\right\rangle=-\left\langle u_{n}, \mathrm{M}_{\mathrm{A}} \phi\right\rangle$ for every test function $\phi$, and using the weak convergence properties of $\left\{u_{n}\right\}$ leads us to $\left\langle\mathrm{M}_{\mathrm{A}} u_{n}, \phi\right\rangle \rightarrow-\left\langle u, \mathrm{M}_{\mathrm{A}} \phi\right\rangle=$ $\left\langle\mathrm{M}_{\mathrm{A}} u, \phi\right\rangle$ for every test function $\phi$; therefore this identification is valid.

Furthermore, by the properties of the convolution kernel $\mathrm{G}_{\mathrm{A}}$, it holds that

$$
\mathrm{G}_{\mathrm{A}}^{\prime} \star u_{n} \rightharpoonup \mathrm{G}_{\mathrm{A}}^{\prime} \star u \text { in } L^{p}\left([0, T],\left(L^{p}(\mathcal{O})\right)^{3} \times\left(L^{p}(\mathcal{O})\right)^{3}\right)
$$

The troublesome term is the nonlinear one. Showing the convergence of this term requires special attention to take into account the monotonicity properties of the nonlinearity. We take the weak form of the equation, replace the test function by $u_{n}$ and integrate with respect to time to obtain

$$
\begin{align*}
& \int_{0}^{T}\left\langle\mathrm{~B}_{\mathrm{A}} \mathrm{~N}\left(u_{n}\right) u_{n}, u_{n}\right\rangle d t=\frac{1}{2}\left(u_{n}(0), u_{n}(0)\right)-\frac{1}{2}\left(u_{n}(T), u_{n}(T)\right) \\
& -\int_{0}^{T}\left\langle\mathrm{G}_{\mathrm{A}}^{\prime} \star u_{n}, u_{n}\right\rangle d t+\int_{0}^{T}\left\langle\left(\mathrm{~J}_{\mathrm{A}}\right)_{n}, u_{n}\right\rangle d t, \tag{11.12}
\end{align*}
$$

where we have used the properties of the Maxwell operator.
We assume further that the initial condition is such that $u_{n}(0) \rightarrow u(0)$ in $\left(L^{p}(\mathcal{O})\right)^{3} \times\left(L^{p}(\mathcal{O})\right)^{3}$. Then, by the lower semicontinuity of the norm for weak convergence, we have

$$
\liminf _{n}\left\|u_{n}(T)\right\|_{\left(L^{p}(\mathcal{O})\right)^{6}} \geq\|u(T)\|_{\left(L^{p}(\mathcal{O})\right)^{6}}
$$

Applying the above to (11.12) leads to

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} \int_{0}^{T}\left\langle\mathrm{~B}_{\mathrm{A}} \mathrm{~N}\left(u_{n}\right) u_{n}, u_{n}\right\rangle d t \leq \int_{0}^{T}\left\langle\mathrm{~J}_{\mathrm{A}}, u\right\rangle d t+ \\
& \frac{1}{2}(u(0), u(0))-\frac{1}{2}(u(T), u(T))-\int_{0}^{T}\left\langle\left(\mathrm{G}_{\mathrm{A}}^{\prime} \star u\right)(t), u(t)\right\rangle d t
\end{aligned}
$$

and the right-hand side is identified as $\int_{0}^{T}\langle z, u(t)\rangle d t$. The last equality is obtained from the observation that $u^{\prime}=\mathrm{M}_{\mathrm{A}} u-\mathrm{G}_{\mathrm{A}}^{\prime} \star u-z+\mathrm{J}_{\mathrm{A}}$, which is then multiplied by $u$ and integrated over $\mathcal{O}$.

Thus,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \int_{0}^{T}\left\langle\mathrm{~B}_{\mathrm{A}} \mathrm{~N}\left(u_{n}\right) u_{n}, u_{n}\right\rangle d t \leq \int_{0}^{T}\langle z, u(t)\rangle d t \tag{11.13}
\end{equation*}
$$

We now show that the monotonicity and continuity of the nonlinearity allow us to conclude from (11.13) that $z=\mathrm{B}_{\mathrm{A}} \mathrm{N}(u) u$. In the terminology of Showalter (see [380], p. 38), we need to show that the nonlinear operator $\mathbf{N}(u) u$ is an $M$-operator. According to Lemma 2.1 of [380] (see also Section A.12, in Appendix A) it suffices to show that $\mathrm{B}_{\mathrm{A}} \mathrm{N}(u) u$ is hemicontinuous and monotone. Monotonicity follows directly from Lemma 11.3.13. To prove hemicontinuity, we need to prove that the real-valued function $t \mapsto \mathrm{~B}_{\mathrm{A}} \mathrm{N}(u+t v)(u+t v) v$ is continuous. This is immediately evident from the polynomial nature of the nonlinearity and the fact that $u, v$ are in $L^{p^{\prime}}(\mathcal{O})$. To show that the solution is actually in $L^{\infty}\left([0, T], \mathbb{X}_{M}\right) \cap L^{\infty}\left([0, T],\left(L^{q+2}(\mathcal{O})\right)^{6}\right)$, we use the relevant a priori bounds and the following observation, in the spirit of Lemma I.4.4.1 in [181], is used: if $v_{n} \in L^{\infty}([0, T] ; X)$, where $X$ is a reflexive Banach space, uniformly bounded in $n$, then ${ }^{4}$ there exists a subsequence $v_{n_{k}}$ such that $v_{n_{k}} \rightharpoonup v$ in $L^{r}([0, T] ; X)$ for every $r \in(1, \infty)$, where in addition $v \in L^{\infty}([0, T] ; X)$. Working with this particular subsequence yields the required result.

Uniqueness follows by considering the evolution equation for the difference between two solutions $u^{\diamond}=u_{1}-u_{2}$. Using the monotonicity of the nonlinear operator and the a priori estimates above, we readily conclude that $u^{\diamond} \equiv 0$, from which the uniqueness follows.

### 11.3.4 The effect of dispersion

We may now include the effect of dispersion in the constitutive relations and reinsert the term $\mathrm{G}_{\mathrm{A}, \mathrm{n} \ell} \star \mathrm{N}(u) u$ into the Maxwell equations. The inclusion of this term, which according to our model is a weak term, does not change considerably the treatment of the evolution equations as long as the convolution kernels are such that the monotonicity and the convexity of the nonlinearity are conserved. For instance, consider the following assumption of steep kernels for the nonlinear convolutions.
Assumption 11.3.15 We assume that the convolution kernel $\mathrm{G}_{\mathrm{A}, \mathrm{n} \ell}$, is steep enough that there exists a constant $C>0$ such that

$$
\left(\mathrm{G}_{\mathrm{A}, \mathrm{n} \ell} \star \mathrm{~N}(u) u\right)(t) \cdot u(t) \geq C\left(\mathrm{~B}_{\mathrm{A}} \mathrm{~N}(u) u\right)(t) \cdot u(t),
$$

for every function $u, t \in[0, T]$.
Remark 11.3.16 This notion can be considered a generalisation in the framework of nonlinear equations of the condition that the kernels are functions of positive type (see the corresponding footnote on page 17), which is consistent with energy considerations; for the linear case, see [227].

[^82]Under this assumption, the a priori estimates derived in Propositions 11.3.7, 11.3 .9 can be easily obtained with minor modifications and then the existence result can be established since the nonlinear operator with action $\mathrm{B}_{\mathrm{A}} \mathrm{N}(u) u+\mathrm{G}_{\mathrm{A}, \mathrm{n} \ell} \star \mathrm{N}(u) u$ is monotone. However, this assumption can be overly restrictive and may be relaxed (see [230]) using more advanced techniques from the perturbation theory of monotone operators (see, e.g., [451]).

### 11.4 MISCELLANEA

### 11.4.1 On global existence

For global existence we need to impose extra conditions that will allow us to obtain a priori bounds that hold globally in time. Such conditions can be, e.g., $B_{A} N(y) y \cdot y \geq 0$, for all $y \in \mathbb{R}^{6}$ and when $-G_{0}(0)$ is a positive definite matrix. These two conditions help us obtain some global bounds as follows. Taking the inner product in $\mathbb{X}$ by $u$ and using the monotonicity of the nonlinear term and the Cauchy-Schwarz inequality on the convolution term gives

$$
\begin{equation*}
\frac{d}{d t}\|u\|_{\mathrm{x}}^{2}-\mathrm{G}_{0}(0)\|u\|_{\mathrm{x}}^{2} \leq \epsilon\|u\|_{\mathrm{x}}^{2}+\frac{1}{2 \epsilon}\left\|\mathrm{~J}_{\mathrm{A}}\right\|_{\mathrm{x}}^{2} \tag{11.14}
\end{equation*}
$$

and by Gronwall's inequality (using the positivity of $-\mathrm{G}_{0}(0)$ ) we obtain

$$
\|u\|_{\mathbb{x}}^{2}(t) \leq C\left(\|u\|_{\mathbb{x}}^{2}(0)\right), \quad \forall t \in[0, \infty)
$$

Furthermore by the positivity of $-\mathrm{G}_{0}(0),(11.14)$ gives

$$
\frac{d}{d t}\|u\|_{\mathrm{x}}^{2} \leq \frac{1}{2 \epsilon}\left\|J_{\mathrm{A}}\right\|_{\mathrm{x}}^{2}
$$

Hence, repeating the arguments of Proposition 11.3.7, and using the above inequality, $u \in L^{\infty}\left([0, \infty), L^{q+2}(\mathcal{O})\right)$.

### 11.4.2 Other approaches for solvability

In this chapter we have only touched the surface of the very important problem of nonlinear complex media, using an approach based on the FaedoGalerkin approximation and monotonicity arguments. Other approaches are possible that may yield well-posedness results under possibly weaker conditions on the data of the problem. To the best of our knowledge, the problem of nonlinear complex media has not been subjected to rigorous mathematical analysis in its full generality, even though there exist a number of interesting mathematical works for certain classes of nonlinear electromagnetic media. We present a very partial list of approaches: An interesting approach to nonlinear ferromagnetic media has been made by Ammari and Hamdache [7], while Sjöberg has published interesting works ([386], [388]) on modelling issues as well as on well-posedness results for nonlinear media. It is worth mentioning both the abstract approach of Milani and Picard [320], which
is based on operator theoretic considerations, and the approach of Visintin [421], which relies on convex analysis techniques. The latter approach, which is based on the assumption that the constitutive relations may be considered the subdifferential of a convex functional, apart from its interesting mathematical aspects, provides some interesting physical intuition. Interpreting this freely in terms of physics, one may state that Visintin's approach is inspired by (generalised) energy considerations, which makes it very attractive as an approach for handling such problems. Therefore, it is very interesting to see how this approach may be generalised for the study of general complex electromagnetic media. In closing this very brief tour through the literature on the mathematical analysis of nonlinear problems in electromagnetics it is worth mentioning the work of Wei and Yin [424] and [440] dealing with singular nonlinear problems related to the Maxwell equations, which have a parabolic limit, and the important work by Babin and Figotin [48]: assuming the classical nonlinear optics representation for the nonlinear polarisation as a power series, they show that - provided the excitation current is not too large - the Maxwell equations are uniquely solvable for nonlinear inhomogeneous media; this solution is represented in a certain time interval as a power series in terms of the solution to the corresponding linear Maxwell equations.

### 11.4.3 Homogenisation of nonlinear media

Homogenisation theory can be extended, with necessary modifications, to study composite nonlinear complex media. The basic compactness arguments used for the existence of solutions can be extended to study the behaviour of families of solutions depending on a small parameter characterising the periodic structure of the media. Wellander [426] was one of the first to address such issues for nonlinear dielectrics. Visintin's convex analysis approach [421] was also employed to obtain some very interesting homogenisation results for specific class of media. However, the rigorous theory for general nonlinear complex media still remains open. For certain results from the engineering viewpoint see [297].

The strong property fluctuation theory (SPFT) is an alternative approach to homogenisation wherein a Feynman diagram method is employed in an iterative scheme to calculate successive refinements to a comparison medium. Iterates are expressed in terms of statistical correlation functions of the spatial distribution of the component phases. The zeroth-order SPFT coincides with the Bruggeman homogenisation formalism [316]. The secondorder SPFT (known as BA-SPFT; or bilocally approximated SPFT) is most commonly implemented for practical applications, although in principle, correlation functions of arbitrary order may be considered. In [298] the SPFT is formulated for cubically nonlinear isotropic chiral composite media. The BA-SPFT and the third-order SPFT are developed from the corresponding linear theories using Maclaurin expansions to accommodate nonlinear behaviour. By means of a numerical example, convergence is established at
the level of BA-SPFT, with respect to both linear and nonlinear properties. The phenomenon of nonlinearity enhancement is also explored.

### 11.4.4 Controllability of nonlinear media

The study of controllability may be extended to the case of nonlinear media. The fixed point technique introduced in Chapter 8 can be modified accordingly to prove the controllability of nonlinear media. The controllability of nonlinear problems may require detailed and delicate estimates for the solutions of either the forward or the backward problems and is beyond the scope of the present work. Similar comments hold for boundary controllability issues as well as for optimal control problems. For an excellent account of control for nonlinear systems, see the monograph of Coron [112].

### 11.4.5 Soliton-type solutions

Nonlinear systems present interesting types of solutions in the form of travelling waves that propagate with unchanged shape through the medium as an effect of the interplay between dispersion and nonlinearity. This type of behaviour is typical and is very well studied in integrable systems (see, e.g., [148]); however, solutions of similar type are often present in nonintegrable systems and find important applications in various branches of science (see, e.g., [200]). A formal approach to the evolution of nonlinear waves in chiral media with weak dispersion and weak nonlinearity of the Kerr type in the low chirality case is presented in [152], [413]. A set of modulation equations is obtained for the evolution of the slowly varying field envelopes that is in the form of four coupled nonlinear Schrödinger equations. This set of equations is nonintegrable; however, with the use of reductive perturbation theory, under certain conditions these equations may be reduced to an integrable system, the Melnikov system. This system is known to possess vector soliton solutions. Thus, by the above reduction, in certain (limiting) cases the existence of vector solitons in chiral media may be shown; these appear in pairs of dark and bright solitons . Depending on the boundary conditions at infinity chosen, the dark component can be along the right-handed component of the field and the bright component along the left-handed component of the field, or vice versa. We refer to [191] for an account of the reductive perturbation theory, to [243] for the properties of bright and dark solitons, and to [310], [311], [312] for the properties of the Melnikov system. Soliton-type solutions for the nonlinear wave equation in Kerr-type nonlinear materials with uniaxial chirality have also been studied in [100], [55] and [186].
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Stochastic Problems

This page intentionally left blank

## Chapter Twelve

## Well Posedness

### 12.1 INTRODUCTION

The aim of this part of the book is to examine the effects of randomness on the evolution and behaviour of electromagnetic fields in chiral media. Since our basic interest is the development of a mathematically rigorous framework for the study of this problem, our approach is to model random effects through the introduction of a general class of random fields ${ }^{1}$ into the system of equations that governs the evolution of the electromagnetic fields. We do not take up the question of self-consistent mathematical modelling of the random effects, starting from the starting point of first principles physical theory. Such a task, although extremely interesting and important, is well beyond the scope of this work. Instead, we assume that the randomness follows some rather general and reasonable qualitative assumptions, e.g., Gaussian behaviour, etc., and use a well-founded mathematical model for it, in terms of the Wiener process. This model is a very reasonable first approximation to the problem: because of arguments based on the central limit theorem, the effect of independent and identically distributed perturbations, under minimal assumptions on the existence of second moments, may be approximated as an infinite-dimensional generalisation of the Wiener process (see Appendix B for the relevant definitions). Then we introduce this type of random perturbation into our model as part of the externally imposed sources or as part of the medium parameters, or both. The former models the effect of uncertainty of the externally imposed sources in the medium, e.g., experimental errors when designing source terms for the media. The latter models more carefully the situation in which the chiral medium itself presents random properties, and in some sense reflects our uncertainty about the actual properties of the medium. There are several reasons for such effects, ranging from inability to experimentally specify the parameters of the medium to the possible feedback of the various uncertainties and of the fields themselves on the medium's properties.

The introduction of these random perturbations has important effects on the electromagnetic fields. The evolution equations for the fields now assume the form of stochastic integrodifferential equations. It is very important and interesting to study the effects of the randomness on well posedness and

[^83]the properties of the solutions of the stochastic integrodifferential equations for the field evolution. We shall see, for instance, that the introduction of randomness into the model has important consequences on the temporal regularity of the electromagnetic fields, as predicted by the solution of the equations, and this may affect the spatial regularity as well.

The structure of this chapter is as follows. In Section 12.2 we present a model for the Maxwell equations for complex random media in terms of stochastic integrodifferential equations. In Section 12.3 we present the appropriate functional framework that allows us to treat the problem as an abstract stochastic integrodifferential equation in Hilbert space, and, exploiting this framework in Section 12.4, we provide some solvability and well-posedness results for this model, using a semigroup-based approach. In Section 12.5 we propose alternative approaches to solvability and well posedness for the stochastic integrodifferential equations that arise in the modelling of random complex electromagnetic media, using either the finitedimensional approximation (Faedo-Galerkin method) or the Wiener chaos approach.

### 12.2 MAXWELL EQUATIONS FOR RANDOM MEDIA

The starting point for the analysis of this chapter is the Maxwell equations for random chiral media in a bounded domain $\mathcal{O}$, as expressed in Section 2.4.11 and in particular equation (2.56). We refer to that section for details on the model and its assumptions. Here we merely state again the stochastic integrodifferential equation for convenience. The integral form of the equation is

$$
\begin{align*}
u(t) & =u(0)+\int_{0}^{t}\left(\mathrm{M}_{\mathrm{A}} u(s)+\int_{0}^{s} \mathrm{G}_{\mathrm{A}}(s-r) u(r) d r+\mathrm{J}_{\mathrm{A}}(s)\right) d s  \tag{12.1}\\
& +\int_{0}^{t} \mathrm{Q}_{\mathrm{A}}(s, \omega) d W(s)
\end{align*}
$$

where the first integral is considered a Riemann-Stieltjes integral, whereas the second integral is considered an Itō integral over the infinite-dimensional Wiener process $W(t)$. In the above equation $\mathrm{Q}_{\mathrm{A}}$ is an operator valued stochastic process that models the effect of spatial correlations of the fluctuating terms. In the next section we provide the details of the exact conditions this operator process has to satisfy. We just note here that $Q_{A}$ may be either independent of or dependent ${ }^{2}$ on the electromagnetic field. The first case, especially if $\mathrm{G}_{\mathrm{A}}$ is not a random process, is called the additive noise case; the second case is called the multiplicative noise case. The boundary conditions are considered to be those of the perfect conductor. To simplify the notation, occasionally we write the integral equation (12.1) in differential form as

$$
\begin{equation*}
d u(t)=\left(\mathrm{M}_{\mathrm{A}} u(t)+\left(\mathrm{G}_{\mathrm{A}} \star u\right)(t)+\mathrm{J}_{\mathrm{A}}\right) d t+\mathrm{Q}_{\mathrm{A}} d W(t) \tag{12.2}
\end{equation*}
$$

[^84]where we use the notation of Chapter 7 . In principle, the matrices $A_{\text {or }}, G_{A}$ may be random matrices, i.e., functionals of the Wiener process. To simplify the exposition of our results, we assume here that they are deterministic matrices and that the stochastic effects are introduced into the system only through the operator term $\mathrm{Q}_{\mathrm{A}} d W(t)$. This assumption is relaxed in Chapter 14 , where we consider the medium to be random and discuss the problem of homogenisation.

The evolution equation for the electromagnetic fields is in the form of a stochastic integrodifferential equation of Volterra type. While the literature on deterministic integrodifferential equations is extensive, relatively little work has been done on stochastic integrodifferential equations of type (12.1) (see, e.g., [167], [221], [231], [232], [233]). These studies concern only adapted processes. We follow the approach of [120], [168] and [199] to stochastic differential equations in Hilbert space concerning predictable processes, which we modify accordingly for the case of stochastic integrodifferential equations.

Similarly, as for the deterministic case, equation (12.2) will be considered either without reference to the divergence or with divergence-free conditions on the electromagnetic field. The properties of the electromagnetic field with respect to the divergence are included in the choice of functional setting for the problem.

### 12.3 FUNCTIONAL SETTING

We will assume that the noise terms take values on a Hilbert space $U$, and that the stochastic process $\{W(t)\}_{t \in[0, T]}$ is a $Q$-Wiener process on a probability space $(\Omega, \mathscr{F}, P)$, where $Q$ is a trace class operator from $U$ into another Hilbert space $\mathbb{H}$, the state space of the system. We consider as $\mathbb{F}=\left\{\mathscr{F}_{t}\right\}_{t}$ the filtration generated by the Wiener process. We will further need the space $L_{2}^{0}=L_{2}\left(Q^{1 / 2}(U), \mathbb{H}\right)$, where by $L_{2}(X, Y)$ we denote the space of all Hilbert Schmidt operators for the Hilbert space $X$ to the Hilbert space $Y$. For definitions of the above concepts, see Appendix B.

As in the deterministic case, we consider a pair of Hilbert spaces $\left(\mathbb{H}, \mathbb{H}_{M}\right)$ to be either $\left(\mathbb{X}, \mathbb{X}_{M}\right)$ or $\left(\mathbb{X}, \mathfrak{X}_{M}\right)$, where (see Section 3.9.1):

$$
\begin{aligned}
& \mathrm{X}:=\left(L^{2}(\mathcal{O})\right)^{3}, \\
& \mathbb{X}:=\mathrm{X} \times \mathrm{X} \\
& \mathbb{X}_{\mathrm{M}}:=H_{0}(\operatorname{curl}, \mathcal{O}) \times H(\operatorname{curl}, \mathcal{O}), \\
& \mathfrak{X}_{1}:=H_{0}(\operatorname{curl}, \mathcal{O}) \cap H(\operatorname{div} 0, \mathcal{O}), \mathfrak{X}_{2}:=H(\operatorname{curl}, \mathcal{O}) \cap H_{0}(\operatorname{div} 0, \mathcal{O}), \\
& \mathfrak{X}_{\mathrm{M}}:=\mathfrak{X}_{1} \times \mathfrak{X}_{2} .
\end{aligned}
$$

As in the deterministic case, we use the pair of function spaces $\left(\mathbb{X}, \mathbb{X}_{M}\right)$ when considering the evolution equation without special reference to the divergence properties of the electromagnetic field, whereas the pair $\left(\mathbb{X}, \mathfrak{X}_{\mathrm{M}}\right)$ is used when we require divergence-free properties for the electromagnetic field.

The important difference in the stochastic case is that the electromagnetic field is no longer considered a function from $[0, T] \rightarrow \mathbb{H}$, as in the deterministic case, but rather a stochastic process on the probability space $(\Omega, \mathscr{F}, P)$, taking values on $\mathbb{H}$. We will thus employ the space of all continuous (in mean square) and square integrable predictable processes:

$$
\mathcal{C}([0, T] ; \mathbb{H})=\left\{Y \in C\left([0, T] ; L^{2}(\Omega, \mathbb{H}): Y \text { is predictable }\right\} .\right.
$$

This space equipped with the norm

$$
\|Y\|_{\mathcal{C}}=\sup _{t \in[0, T]}\left(\mathbb{E}\left[\left\|Y_{t}\right\|_{\mathbb{H}}^{2}\right]\right)^{1 / 2}
$$

is a Banach space (see Section 3.2.5). Furthermore, we will use the notation $L^{p}\left([0, T] ; L^{2}(\Omega, \mathfrak{F}, P ; \mathbb{H})\right)$ for the random fields $u:[0, T] \rightarrow \mathbb{H}$ which constitute a square integrable (with respect to the probability measure $P$ ) stochastic process, adapted to the filtration $\mathfrak{F}=\left\{\mathscr{F}_{t}\right\}$ such that $\int_{0}^{T} \mathbb{E}\left[\|u(t)\|_{\mathbb{H}}^{p}\right] d t<$ $\infty$. For $1 \leq p<\infty$ this is a Banach space with the obvious norm. The case $p=\infty$ requires the usual modification of replacing the integral over $[0, T]$ by the essential supremum.

Remark 12.3.1 The use of predictable processes in the definition of solutions of stochastic Volterra equations is in line with other works (see, e.g., the monograph [225]). An alternative approach would be to work in terms of adapted processes ([120]). The main arguments of this chapter remain valid under minor modifications since an adapted process that is stochastically continuous on an interval $[0, T]$ has a predictable version (see, e.g., Proposition 3.6 of [120]; see also Section B. 2 in Appendix B).

Let the operator $\mathrm{M}_{\mathrm{A}}$ be defined from $\mathbb{H}_{M}:=D\left(\mathrm{M}_{\mathrm{A}}\right)$ to $\mathbb{H}$, where $\mathbb{H}$ and $\mathbb{H}_{M}$ are two Hilbert spaces (in the present context the pair $\left(\mathbb{H}, \mathbb{H}_{M}\right)$ will be used as a proxy either for the pair $\left(\mathbb{X}, \mathbb{X}_{M}\right)$ or for $\left(\mathbb{X}, \mathfrak{X}_{M}\right)$, where the second constituent of the pairs is considered to be endowed with the graph norm).

The following assumption on the operator $\mathrm{M}_{\mathrm{A}}$ is crucial for our approach:
Assumption 12.3.2 The operator $\mathrm{M}_{A}: \mathbb{H}_{M} \rightarrow \mathbb{H}$ is the generator of a unitary group $\left\{\mathrm{T}_{M_{A}}(t)\right\}_{t \in \mathbb{R}}$ on a Hilbert space $\mathbb{H}$.

REMARK 12.3.3 As in the deterministic case, we will choose the functional environment for the problem so as to guarantee that the generalised Maxwell operator $M_{A}$ satisfies this assumption.

### 12.4 WELL POSEDNESS

We now consider the problem of well posedness of the mathematical model governing the evolution of electromagnetic fields in complex media under the effects of noise in the time domain, as expressed by the stochastic integrodifferential equation (12.2).

As in the deterministic case, several alternative approaches to treating the system (12.2) can be used. For the reasons presented in Chapter 7, our primary approach to this problem is to adopt a semigroup formulation of the problem, based on the semigroup generated by the Maxwell operator, and to treat the convolution terms, which model the chirality and the dispersive effects, as perturbations of this semigroup. The results of this section are based on [285].

### 12.4.1 Different notions of solutions

We now consider the abstract stochastic integrodifferential equation (12.2) on a Hilbert space $\mathbb{H}$.

A variety of different types of solutions for (12.2) of varying spatial regularity may be defined. The temporal regularity is not expected to be as good as the spatial regularity because of the pathological properties of the Wiener process with respect to temporal regularity that are inherited by the solution of (12.2). We proceed with the relevant definitions.

Definition 12.4.1 A stochastic process $u \in \mathcal{C}([0, T] ; \mathbb{H})$ is called a mild solution of (12.2) if:

$$
\begin{aligned}
u(t) & =\mathrm{T}_{\mathrm{M}_{A}}(t) u_{0}+\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{A}}(t-s) \int_{0}^{s} \mathrm{G}_{A}(s-r) u(r) d r d s+ \\
& +\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{A}}(t-s) \mathrm{J}_{A}(s) d s+\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{A}}(t-s) \mathrm{Q}_{A}(u(s)) d W(s)
\end{aligned}
$$

for every $t \in[0, T], P$-a.s.
REmark 12.4.2 Note that we include the condition of continuity of the solution in the definition of a mild solution. An alternative would be to require that $u \in L^{2}([0, T], \mathbb{H})$ and then show using, e.g., the Lévy continuity criterion (see, e.g., [120]) that this process admits a continuous version.

Definition 12.4.3 An $\mathbb{H}$-valued predictable process $\{u(t)\}_{t \in[0, T]}$, is called a weak solution of (12.2) if:
(i) $\int_{0}^{T}\|u(s)\|_{\mathbb{H}} d s<\infty, \quad P$-a.s.
(ii) For every $\phi \in D\left(\mathrm{M}_{A}^{*}\right)=D\left(\mathrm{M}_{A}\right)$ it holds that

$$
\begin{aligned}
(u(t), \phi) & =\left(u_{0}, \phi\right)+\int_{0}^{t}\left[-\left(u(s), \mathrm{M}_{A} \phi\right)+\left(\mathrm{J}_{A}(s), \phi\right)\right] d s \\
& +\int_{0}^{t}\left(\int_{0}^{s} \mathrm{G}_{A}(s-r) u(r) d r, \phi\right) d s+\int_{0}^{t}\left(\mathrm{Q}_{A}(u(s)) d W(s), \phi\right)
\end{aligned}
$$

where $(\cdot, \cdot)$ denotes the inner product of the involved spaces, for every $t \in[0, T], P$-a.s.

REMARK 12.4.4 In similar manner as for deterministic equations, the notions of mild and weak solutions for stochastic equations coincide.

Definition 12.4.5 An $\mathbb{H}$-valued predictable process $\{u(t)\}_{t \in[0, T]}$ is called a strong solution of (12.2) if:
(i) $u(t) \in D\left(\mathrm{M}_{A}\right), P$-a.s., a.e. on $[0, T]$.
(ii) $\int_{0}^{T}\left[\left\|\mathrm{M}_{A} u(s)\right\|_{\mathbb{H}}+\left\|\int_{0}^{s} \mathrm{G}_{A}(s-r) u(r) d r\right\|_{\mathbb{H}}\right] d s<\infty, \quad P$-a.s.
(iii) The equality

$$
\begin{aligned}
u(t) & =u_{0}+\int_{0}^{t} \mathrm{M}_{A} u(s) d s+\int_{0}^{t} \mathrm{~J}_{A}(s) d s \\
& +\int_{0}^{t} \int_{0}^{s} \mathrm{G}_{A}(s-r) u(r) d r d s+\int_{0}^{t} \mathrm{Q}_{A}(u(s)) d W(s)
\end{aligned}
$$

holds for all $t \in[0, T], P$-a.s.
REMARK 12.4.6 It is important to emphasise that the notions of weak and strong solutions employed here are considered in the sense used by the PDE community rather than in the sense used by the probabilist community. In particular, we consider the Wiener process $W(t)$ to be given and not to be determined, as is the case in the notion of weak solution used by the probabilist community (see, e.g., [224] for stochastic ODEs and [159] for stochastic PDEs).

We have the following result:
Theorem 12.4.7 Assume that $u_{0} \in L^{2}\left(\Omega, \mathscr{F}_{0}, \mathbb{H}\right)$, and that
(i) $\mathrm{J}_{A} \in L^{1}\left([0, T] ; L^{2}(\Omega, \mathfrak{F}, P ; \mathbb{H})\right)$.
(ii) The operator $\mathrm{Q}_{A}(u)=\mathrm{Q}_{A, 1}+\mathrm{Q}_{A, 2} u: \mathbb{H} \rightarrow L_{2}^{0}$ satisfies the bound $\left\|Q_{A}(u)\right\|_{L_{2}^{0}} \leq C_{0}+C_{1}\|u\|_{\mathbb{H}}$ for all $u \in \mathbb{H}$.
(iii) $\mathrm{G}_{A} \in L^{2}\left([0, T] ;\left(L^{\infty}(\mathcal{O})\right)^{36}\right)$.

Then (12.2) is weakly well posed in $\mathbb{H}$.
Proof. Let $b>0$. Consider the Banach space $\mathcal{C}([0, T] ; \mathbb{H})$, endowed with the norm $\|u\|_{b}:=\sup _{t \in[0, T]} e^{-b t}\left(\mathbb{E}\left[\|u(t)\|_{\mathbb{H}}^{2}\right]\right)^{1 / 2}$, which is clearly equivalent to the usual norm of $\mathcal{C}([0, T] ; \mathbb{H})$ for $T<\infty$. Define the map F: $\mathcal{C}([0, T] ; \mathbb{H}) \rightarrow$ $\mathcal{C}([0, T] ; \mathbb{H})$ as follows:

$$
\begin{equation*}
\mathrm{F}(u(t))=\mathrm{T}_{M_{\mathrm{A}}}(t) u_{0}+\mathrm{F}_{1}(u(t))+\mathrm{F}_{2}(u(t))+\mathrm{F}_{3}(u(t)), \tag{12.3}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathrm{F}_{1}(u(t)):=\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-s) \int_{0}^{s} \mathrm{G}_{\mathrm{A}}(s-r) u(r) d r d s \\
& \mathrm{~F}_{2}(u(t)):=\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-s) \mathrm{J}_{\mathrm{A}}(s) d s \\
& \mathrm{~F}_{3}(u(t)):=\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-s) \mathrm{Q}_{\mathrm{A}}(u(s)) d W(s)
\end{aligned}
$$

Note that $F_{1}, F_{2}$ are expressed as Riemann-Stieltjes integrals while $F_{3}$ is expressed as an Itō integral. We have already encountered $F_{1}, F_{2}$ in the treatment of the deterministic problem (see Chapter 7), so we focus our attention on $F_{3}$, which is a stochastic convolution.

A straightforward application of Itō's isometry (see Section B. 5 in Appendix $B$ ), in conjunction with the properties of $Q_{A}$, shows that $F_{3}$ leaves $\mathcal{C}([0, T] ; \mathbb{H})$ invariant. It remains to show that $\mathrm{F}_{3}$ is a contraction in $\mathcal{C}([0, T] ; \mathbb{H})$.

To this end, take any pair of processes $u^{(1)}, u^{(2)} \in \mathcal{C}([0, T] ; \mathbb{H})$ and set

$$
\begin{aligned}
& u^{\diamond}(t):=u^{(1)}(t)-u^{(2)}(t) \\
& \mathrm{Q}_{\mathrm{A}}^{\diamond}(t):=\mathrm{Q}_{\mathrm{A}}\left(u^{(1)}(t)\right)-\mathrm{Q}_{\mathrm{A}}\left(u^{(2)}(t)\right)=\mathrm{Q}_{\mathrm{A}, 1} u^{\diamond}(t)
\end{aligned}
$$

Following the proof of Theorem 1 in [199], we first use the Itō isometry (see Section B. 5 in Appendix B) to obtain

$$
\mathbb{E}\left[\left\|\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-s) \mathrm{Q}_{\mathrm{A}}^{\diamond}(s) d W(s)\right\|_{\mathbb{H}}^{2}\right]=\mathbb{E}\left[\int_{0}^{t}\left\|\mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-s) \mathrm{Q}_{\mathrm{A}}^{\diamond}(s)\right\|_{L_{2}^{0}}^{2} d s\right]
$$

and then, using that in conjunction with the Cauchy-Schwarz inequality, we estimate

$$
\begin{gathered}
e^{-2 b t} \mathbb{E}\left[\left\|\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-s) \mathrm{Q}_{\mathrm{A}}^{\diamond}(s) d W(s)\right\|_{\mathbb{H}}^{2}\right] \leq \int_{0}^{t} e^{-2 b t} \mathbb{E}\left[\left\|\mathrm{Q}_{\mathrm{A}}^{\diamond}(s)\right\|_{L_{2}^{0}}^{2}\right] d s \\
\leq C_{1}\left\{\sup _{s \in[0, t]} e^{-2 b s} \mathbb{E}\left[\left\|u^{\diamond}(s)\right\|_{\mathbb{H}}^{2}\right]\right\}\left(\int_{0}^{t} e^{-2 b(t-s)} d s\right)
\end{gathered}
$$

A straightforward calculation shows that

$$
\begin{equation*}
\left\|\mathrm{F}_{3}\left(u^{\diamond}(t)\right)\right\|_{b} \leq C_{1}(2 b)^{-1 / 2}\left\|u^{\diamond}\right\|_{b} \tag{12.4}
\end{equation*}
$$

The components of $F$, i.e., $F_{1}, F_{2}$, present no major problems. For instance, to show that $F_{1}$ is a contraction, we estimate

$$
\begin{aligned}
& e^{-2 b t} \mathbb{E}\left[\left\|\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-s) \int_{0}^{s} \mathrm{G}_{\mathrm{A}}(s-r) u^{\diamond}(r) d r d s\right\|_{\mathbb{H}}^{2}\right] \\
& \leq T e^{-2 b t} \mathbb{E}\left[\int_{0}^{t}\left\|\int_{0}^{s} \mathrm{G}_{\mathrm{A}}(s-r) u^{\diamond}(r) d r\right\|_{\mathbb{H}}^{2} d s\right] \\
& \leq T^{2} e^{-2 b t} \mathbb{E}\left[\sup _{s \in[0, t]}\left\|\int_{0}^{s} \mathrm{G}_{\mathrm{A}}(s-r) u^{\diamond}(r) d r\right\|_{\mathbb{H}}^{2}\right] \\
& \leq T^{3} e^{-2 b t} \mathbb{E}\left[\sup _{s \in[0, t]} \int_{0}^{s}\left\|\mathrm{G}_{\mathrm{A}}(s-r) u^{\diamond}(r)\right\|_{\mathbb{H}}^{2} d r\right] \\
& \leq T^{3} e^{-2 b t} \mathbb{E}\left[\int_{0}^{t}\left\|\mathrm{G}_{\mathrm{A}}(t-r) u^{\diamond}(r)\right\|_{\mathbb{H}}^{2} d r\right] \\
& \leq C_{3} T^{3}\left(\int_{0}^{t} e^{-2 b(t-s)} d s\right) \sup _{r \in[0, t]} e^{-2 b r} \mathbb{E}\left[\left\|u^{\diamond}(r)\right\|_{\mathbb{H}}^{2}\right]
\end{aligned}
$$

where $C_{3}$ is a bound for $\mathrm{G}_{\mathrm{A}}$, whereby

$$
\begin{equation*}
\left\|\mathrm{F}_{1}\left(u^{\diamond}(t)\right)\right\|_{b} \leq T^{3 / 2} C_{3}(2 b)^{-1 / 2}\left\|u^{\diamond}\right\|_{b} \tag{12.5}
\end{equation*}
$$

Assuming for simplicity that $J_{\mathrm{A}}$ is independent of $u$, and using the estimates (12.4), (12.5), we obtain

$$
\left\|\mathrm{F}\left(u^{\diamond}(t)\right)\right\|_{b} \leq(2 b)^{-1 / 2}\left(T^{3 / 2} C_{3}+C_{1}\right)\left\|u^{\diamond}\right\|_{b}
$$

Hence, for $b>0$ sufficiently large, the map F is a contraction on $\mathcal{C}([0, T] ; \mathbb{H})$, and thus has a unique fixed point in $\mathcal{C}([0, T] ; \mathbb{H})$. Therefore, (12.2) has a unique mild solution that is $b$-exponentially bounded. By a straightforward modification of Theorem 6.5 in [120], this mild solution is also a weak solution. By the form of the solution we can check that (12.2) is weakly well posed.

Under more restrictive conditions on the data of the problem we may prove the existence of strong solutions.

Theorem 12.4.8 Assume that
(i) $u_{0} \in D\left(\mathrm{M}_{A}\right), \mathrm{J}_{A}$ is adapted in $\mathfrak{F}$ with $\mathrm{J}_{A}(t) \in D\left(\mathrm{M}_{A}\right)$ and $\mathrm{Q}_{A}(\mathrm{y}) Q^{1 / 2} h \in$ $D\left(\mathrm{M}_{A}\right) P$-a.s. for all $t \in[0, T], \mathrm{y} \in \mathbb{H}, h \in U$.
(ii) $\left\|\mathrm{M}_{A} \mathrm{~J}_{A}\right\|_{\mathbb{H}} \leq g_{1}(t), g_{1} \in L^{1}([0, T] ; \mathbb{R})$.
(iii) $\left\|\mathrm{M}_{A} \mathrm{Q}_{A}(\mathrm{y})\right\|_{L_{2}^{0}} \leq g_{2}(t)\|\mathrm{y}\|_{\mathbb{H}}, g_{2} \in L^{2}([0, T] ; \mathbb{R}), \mathrm{y} \in \mathbb{H}$.
(iv) $\exists C>0:\left\|\mathrm{G}_{A}(t) \mathrm{y}\right\|_{\mathbb{H}_{M}}<C\|\mathrm{y}\|_{\mathbb{H}_{M}} \forall \mathrm{y} \in \mathbb{H}$ a.e. in $[0, T]$.

Then (12.2) is strongly well posed in $\mathbb{H}$.
Proof. For $b>0$, consider the Banach space $L^{1}\left([0, T] ; L^{2}\left(\Omega, \mathfrak{F}, P ; \mathbb{H}_{M}\right)\right)$, endowed with the norm $\|u\|_{b}=\int_{0}^{T} e^{-b t}\left(\mathbb{E}\left[\|u(t)\|_{\mathbb{H}_{M}}^{2}\right]\right)^{1 / 2} d t$, which, for $T<$ $\infty$, is clearly equivalent to the usual norm of $L^{1}\left([0, T] ; L^{2}\left(\Omega ; \mathbb{H}_{M}\right)\right)$. Define the map F : $L^{1}\left([0, T] ; L^{2}\left(\Omega, \mathfrak{F}, P ; \mathbb{H}_{M}\right)\right) \rightarrow L^{1}\left([0, T] ; L^{2}\left(\Omega, \mathfrak{F}, P ; \mathbb{H}_{M}\right)\right)$ as in (12.3). By a combination of Theorem 2 and Proposition 2.3 of [199] (or Theorem 2.1 in [168]), one can show that $F$ has a unique fixed point in the space $\left(L^{1}\left([0, T] ; L^{2}\left(\Omega, \mathfrak{F}, P ; \mathbb{H}_{M}\right)\right),\|\cdot\|_{b}\right)$ that satisfies properties $(i)$ and $(i i)$ of Definition 12.4.5. Following [199], p. 26, by the Fubini theorem, and the fact that in $D\left(\mathrm{M}_{\mathrm{A}}\right)=\mathbb{H}_{\mathrm{M}}$, it holds ${ }^{3}$ that $\mathrm{M}_{\mathrm{A}} \mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(r) u=\left(\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(r) u\right)^{\prime}$, we can see that, upon defining $u_{\mathrm{G}}(t):=\int_{0}^{r} \mathrm{G}_{\mathrm{A}}(t-\ell) u(\ell) d \ell$,

$$
\begin{aligned}
& \int_{0}^{t} \int_{0}^{s} \mathrm{M}_{\mathrm{A}} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(s-r) u_{\mathrm{G}}(r) d r d s=\int_{0}^{t} \int_{r}^{t} \mathrm{M}_{\mathrm{A}} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(s-r) u_{\mathrm{G}}(r) d s d r= \\
& \int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-r) u_{\mathrm{G}}(r) d r-\int_{0}^{t} u_{\mathrm{G}}(r) d r=: I_{1}
\end{aligned}
$$

and that

$$
\int_{0}^{t} \int_{0}^{s} \mathrm{M}_{\mathrm{A}} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(s-r) \mathrm{J}_{\mathrm{A}}(r) d r d s=\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-r) \mathrm{J}_{\mathrm{A}}(r) d r-\int_{0}^{t} \mathrm{~J}_{\mathrm{A}}(r) d r=: I_{2}
$$

[^85]Let $\mathrm{Q}_{\mathrm{A}}(r):=\mathrm{Q}_{\mathrm{A}}(u(r))$. By the stochastic Fubini theorem, we also have

$$
\begin{aligned}
& \int_{0}^{t} \int_{0}^{s} \mathrm{M}_{\mathrm{A}} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(s-r) \mathrm{Q}_{\mathrm{A}}(r) d W(r) d s=\int_{0}^{t} \int_{r}^{t} \mathrm{M}_{\mathrm{A}} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(s-r) \mathrm{Q}_{\mathrm{A}}(r) d s d W(r) \\
& =\int_{0}^{t} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t-r) \mathrm{Q}_{\mathrm{A}}(r) d W(r)-\int_{0}^{t} \mathrm{Q}_{\mathrm{A}}(r) d W(r)=: I_{3} .
\end{aligned}
$$

Hence, applying $\mathrm{M}_{\mathrm{A}}$ to the fixed point equation $u=\mathrm{F} u$ and using the closedness of $M_{A}$ and the above results, we have

$$
\begin{aligned}
& \int_{0}^{t} \mathrm{M}_{\mathrm{A}} u(s) d s=\int_{0}^{t} \mathrm{M}_{\mathrm{A}} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(s) u_{0} d s+\int_{0}^{t} \int_{0}^{s} \mathrm{M}_{\mathrm{A}} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(s-r) u_{\mathrm{G}}(r) d r d s \\
& +\int_{0}^{t} \int_{0}^{s} \mathrm{M}_{\mathrm{A}} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(s-r) \mathrm{J}_{\mathrm{A}}(r) d r d s+\int_{0}^{t} \int_{0}^{s} \mathrm{M}_{\mathrm{A}} \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(s-r) \mathrm{Q}_{\mathrm{A}}(r) d W(r) d s \\
& =\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(t) u_{0}-u_{0}+I_{1}+I_{2}+I_{3} \\
& =u(t)-u_{0}-\int_{0}^{t} u_{\mathrm{G}}(r) d r-\int_{0}^{t} \mathrm{~J}_{\mathrm{A}}(r) d r-\int_{0}^{t} \mathrm{Q}_{\mathrm{A}}(r) d W(r)
\end{aligned}
$$

Therefore, the unique fixed point satisfies property (iii) of Definition 12.4.5. Thus, we conclude that (12.2) is strongly well posed.

Remark 12.4.9 (Finite energy solutions) As in the deterministic case, depending on the choice of the Hilbert space $\mathbb{H}$, one may obtain a variety of different solutions for the abstract system (12.2). The choice $\left(\mathbb{H}, \mathbb{H}_{M}\right)=$ $\left(\mathbb{X}, \mathbb{X}_{M}\right)$ corresponds to finite energy solutions, without any special reference to the divergence-free property. Working in similar manner as in the deterministic case, one sees that the abstract setting covers this case, providing mild, weak and strong well posedness of the model, depending on the regularity of the data of the problem.

Remark 12.4.10 (Divergence-free solutions) The choice $\left(\mathbb{H}, \mathbb{H}_{M}\right)=$ $\left(\mathbb{X}, \mathfrak{X}_{\mathrm{M}}\right)$ corresponds to finite-energy, divergence-free solutions. Working in similar manner as in the deterministic case, one sees that the abstract setting covers this case, providing mild, weak and strong well posedness of the model, depending on the regularity of the data of the problem. Other choices can be found (e.g., in [286]).

### 12.5 OTHER POSSIBLE APPROACHES TO SOLVABILITY

### 12.5.1 Evolution families approach

A possible alternative approach to the solvability of the stochastic problem in the case where $G_{A}$ is nonrandom is to use the theory of evolution families instead of the theory of semigroups (see Section 7.5.1). The solution of system (12.2) can be expressed as

$$
\begin{equation*}
u(t)=R(t) u_{0}+\int_{0}^{t} R(t-s) \mathrm{J}_{\mathrm{A}}(s) d s+\int_{0}^{t} R(t-s) d W(s) \tag{12.6}
\end{equation*}
$$

where we now use the stochastic convolution with respect to the evolution family $\{R(t)\}$, generated by the system

$$
v^{\prime}=\mathrm{M}_{\mathrm{A}} v+\mathrm{G}_{\mathrm{A}} \star v,
$$

instead of the convolution with respect to the group $\left\{\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(t)\right\}$, generated by the Maxwell operator. By using fixed point arguments, similar to the one employed in the previous section, one may show the existence of mild and strong solutions of (12.2) satisfying the representation formula (12.6). Of course, the usual drawbacks of using the evolution family $\{R(t)\}$ instead of the well-studied Maxwell group $\left\{\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(t)\right\}$ apply here as well. Furthermore, in the case where $\mathrm{G}_{\mathrm{A}}$ is a random kernel, this representation is rather complicated, since then $\{R(t)\}$ is a random evolution family. This makes the representation formula (12.6) more difficult to handle, and some care should be taken when applied in conjunction with a fixed point scheme to show well-posedness results.

### 12.5.2 The Faedo-Galerkin approach

A different approach is to use finite-dimensional approximations of the solution of the stochastic integrodifferential equation (12.2) similar to the Faedo-Galerkin approach used for the deterministic problem. The idea of the method is similar to that followed in Section 7.5.2. Using a basis $\left\{e_{n}\right\}$ of $\mathbb{H}$ in $\mathbb{H}_{M}$, where as before, $\left(\mathbb{H}, \mathbb{H}_{M}\right)$ is used as a proxy for $\left(\mathbb{X}, \mathbb{X}_{M}\right)$ or $\left(\mathbb{X}, \mathfrak{X}_{M}\right)$ (in the notation of Section 7.3), we project the stochastic integrodifferential equation (12.2) onto $V_{m}:=\operatorname{span}\left(e_{1}, \cdots, e_{m}\right)$. The projection is now a system of stochastic integrodiferential equations on the finite-dimensional space $\mathbb{R}^{m}$. Using standard theorems for finite-dimensional stochastic integrodifferential equations, one can show that the finite-dimensional approximation is well posed for any finite $m$. We must now pass to the limit as $m \rightarrow \infty$. This requires the existence of a priori estimates on the sequence $u_{m}$ of finitedimensional appoximations to (12.2) that are independent of $m$. To obtain such a priori bounds, one must use properly Itō's lemma and Gronwall's inequality. The existence proof then follows from weak convergence arguments, properly modified so that they are applicable to the function spaces needed for the study of the stochastic case. We briefly sketch the main differences as compared with the deterministic case, keeping the notation of Section 7.5.2.

The finite-dimensional approximation is performed with the aid of the sequence of functions $u_{m}=\sum_{i=1}^{m} u^{(i)} e_{i}$, where $u^{(i)}$ are scalar functions. The projection of (12.2) onto $V_{m}$ results in a system of stochastic integral equations in $\mathbb{R}^{m}$ of the general form

$$
A u_{m}+K \star u_{m}-\int_{0}^{t} M u_{m}(s) d s=\int_{0}^{t} j_{m}(s) d s+\int_{0}^{t} B\left(s, u_{m}(s)\right) d w(s)
$$

where now $w(s)$ is a finite-dimensional approximation of the infinite-dimensional Wiener process $W(s)$ (of dimension $m$ ) and $A, K, M, B$ are the finitedimensional projections of $A_{\text {or }}, G_{d}, M, Q_{A}$, respectively. The solvability of the
above equation may be obtained through the use of a Picard-type iteration scheme (see, e.g., [301]).

We now proceed to the necessary a priori bounds. To this end, we first apply the finite-dimensional version of Ito's lemma to the quantity $\sum_{i=1}^{m}\left(u^{(i)}\right)^{2}$, which, if $\left\{e_{i}\right\}$ are chosen to be orthonormal - this is always feasible using the Gram-Schmidt procedure - coincides with the quantity $\left\|u_{m}\right\|_{\mathbb{X}}$. After straightforward algebra, we arive at an equality like (7.7), with an extra term expressing the $I t \bar{o} d r i f t^{4}$. The Itō drift term results in a quadratic term in $U_{m}$; therefore, the equality is exactly of the form (7.7) with a modified $\Theta$, which now contains terms related to the characteristics of the noise. Application of the Gronwall inequality yields that $u_{m}(x, t ; \omega)$ is bounded in $L^{\infty}([0, T] ; \mathbb{X})$ a.s. The bound is independent of $m$, and assuming that $j \in L^{1}\left([0, T] ; L^{2}(\Omega, \mathfrak{F}, P ; \mathbb{H})\right)$, we readily obtain that $\sup _{t \in[0, T]} \mathbb{E}\left[\left\|u_{m}\right\|_{\mathbb{X}}^{2}\right]<C$, where $C$ depends only on $T$ but not on $m$. We further need a similar bound for the sequence $\mathrm{M}_{\mathrm{A}} u_{m}$. The corresponding result in the deterministic case was obtained through bounds on the sequence $\left(u_{m}\right)^{\prime}$. However, here the stochastic term introduces problems related to the temporal differentiability of the solution; therefore, an alternative approach must be taken. To get around this difficulty we have to assume higher spatial regularity of $J_{A}$ and the initial data.

### 12.5.3 The Wiener chaos approach

An interesting alternative approach is the Wiener chaos approach. This important approach has been proposed recently in a number of interesting publications by Rozovskii, Lototsky and co-workers ([292], [293], [294]) for the study of parabolic stochastic PDEs and has allowed an increased understanding of the structure and the properties of solutions of SPDEs. This approach has been extended to hyperbolic equations in [220] as well as to backward stochastic evolution equations in [439]. The numerical treatment of SPDEs using the Wiener chaos approach is an active area of research.

In this section, we sketch briefly how the Wiener chaos expansion can be used as a theoretical tool to construct the solutions of evolution problems, in terms of stochastic integrodifferential systems of the form (12.2).

The theoretical basis of the Wiener chaos expansion is the following fundamental result concerning square integrable real-valued stochastic processes, adapted with respect to the filtration generated by the Wiener process.

Let $V$ be a separable Hilbert space with inner product $(\cdot, \cdot)_{V}$ and orthonormal basis $\left\{e_{n}\right\}_{n \in \mathbb{N}}$, and $W$ a cylindrical Brownian motion defined on a complete, filtered probability space $\left(\Omega, \mathscr{F}, P,\left\{\mathscr{F}_{t}\right\}_{0 \leq t \leq T}\right)$ (see Section B. 4 in Appendix B). Recall that $\mathscr{W}$ can be considered as a collection of real-valued and independent Brownian motions, in the sense that it can be represented in terms of standard, real-valued and independent Wiener processes $\left\{w_{n}(t)\right\}, n \in \mathbb{N}, t \in[0, T]$, as $\check{W}(t, \omega)(v)=\sum_{n \in \mathbb{N}}\left(v, e_{n}\right)_{V} w_{n}(t)$,

[^86]$(t, v) \in[0, T] \times V$.
For each $t \in[0, T]$, we shall denote by $L^{2}\left(\Omega, \mathscr{F}_{t}, P\right)$ the Hilbert space consisting of all $\mathscr{F}_{t}$-measurable and $\mathbb{P}$-square integrable real-valued random variables. Further, let $H_{\ell}(x), \ell \in \mathbb{N}, x \in \mathbb{R}$ be the Hermite polynomial ${ }^{5}$ of order $\ell$, and $\mathcal{M}=\left\{m_{i}(\cdot)\right\}_{i \in \mathbb{N}}$ be an orthonormal basis of $L^{2}([0, T])$ such that $m_{i}(\cdot) \in L^{\infty}([0, T]), i \in \mathbb{N}$. A possible choice for $\mathcal{M}$ is the Fourier basis. Let $\alpha$ be a multi-index, and $\alpha!:=\prod_{i, n} \alpha_{i}^{n}!$. The Hilbert space $\mathbb{L}^{2}(\mathbb{W}):=L^{2}\left(\Omega, \mathscr{F}_{T}, P\right)$, called the Wiener chaos space, can be constructed using the (orthonormal) Cameron-Martin basis [85]:
$$
\xi_{\alpha}:=\frac{1}{\sqrt{\alpha!}} \prod_{(i, n) \in \mathbb{N}^{2}} H_{\alpha_{i}^{n}}\left(\xi_{i n}\right), \text { where } \xi_{i n}:=\int_{0}^{T} m_{i}(t) d w_{n}(t)
$$
and the multi-index $\alpha$ is an element of
$$
\mathcal{J}:=\left\{\left(\alpha_{i}^{n}\right)_{(i, n) \in \mathbb{N}^{2}}: \alpha_{i}^{n} \in \mathbb{N}_{0},|\alpha|:=\sum_{i, n} \alpha_{i}^{n}<\infty\right\}
$$
which is countable and - for each $\alpha \in \mathcal{J}$ - only finitely many $\alpha_{i}^{n}$ are nonzero.
Therefore, every element $v$ of $\mathbb{L}^{2}(\mathbb{W})$ can be expressed as
\[

$$
\begin{equation*}
\mathrm{v}=\sum_{\alpha \in \mathcal{J}} \mathrm{v}_{\alpha} \xi_{\alpha}, \quad \text { where } \quad \mathrm{v}_{\alpha}:=\mathbb{E}\left[\mathrm{v} \xi_{\alpha}\right] \tag{12.7}
\end{equation*}
$$

\]

which is called the Wiener chaos expansion of $v$. Using the Wiener chaos expansion of (12.7), we may construct measurable functions taking values in some other Hilbert space $\mathbb{H}$, using formal Fourier series expansions of the form $u=\sum_{\alpha \in \mathcal{J}} u_{\alpha} \xi_{\alpha}$. Here the elements $u_{\alpha} \in \mathbb{H}$ can be thought of as "generalised Fourier coefficients" for the measurable function $u: \Omega \rightarrow \mathbb{H}$. Such functions are generalisations of the concept of random variable and will be called "random elements" in $\mathbb{H}$. The space of random elements in $\mathbb{H}$ will be denoted by $\mathbb{L}^{2}(\mathbb{W} ; \mathbb{H})$.

To use the Wiener chaos expansion to solve equation (12.2) we assume that for almost all (a.e.) $t \in[0, T]$, the solution $u(t)$ has an expansion of the form

$$
\begin{equation*}
u(t)=\sum_{\alpha \in \mathcal{J}} u_{\alpha}(t) \xi_{\alpha} \tag{12.8}
\end{equation*}
$$

where $u_{\alpha}(\cdot)$ are $\mathbb{H}$-valued deterministic functions. This is guaranteed by the extension of the Cameron Martin theorem for square integrable random elements. The above idea allows us to construct stochastic processes taking values in $\mathbb{H}$; the space of stochastic processes, adapted to the filtration $\mathfrak{F}=\left\{\mathscr{F}_{t}\right\}_{t \in[0, T]}$, for which the expansion (12.8) converges in the $L^{2}(\Omega \times[0, T])$ sense will be denoted by $L^{2}([0, T], \mathbb{W} ; \mathbb{H})$ and is a Hilbert space ${ }^{6}$ when equipped with the norm $\left(\mathbb{E}\left[\int_{0}^{T}\|u(s)\|_{\mathbb{H}}^{2} d s\right]\right)^{1 / 2}$. Our aim is to

[^87]show that the deterministic functions $u_{\alpha}(\cdot)$ satisfy a hierarchy of deterministic integrodifferential equations very similar to those we have studied in Chapter 7.

In what follows we assume that $\mathrm{Q}_{\mathrm{A}, 2}$ is deterministic.
Theorem 12.5.1 Let $u \in L^{2}([0, T], \mathbb{W} ; \mathbb{H})$ be a square integrable solution of (12.2). Then, u has a Wiener chaos expansion of the form (12.8) and $\left\{u_{\alpha}\right\}, \alpha \in \mathcal{J}$, satisfy the infinite hierarchy of deterministic integrodifferential equations

$$
\begin{equation*}
u_{\alpha}^{\prime}(t)=\mathrm{M}_{A} u_{\alpha}+\mathrm{G}_{A} \star u_{\alpha}+\left(\mathrm{J}_{A}\right)_{\alpha}+\sum_{i, n} \sqrt{\alpha_{i}^{n}}\left(\mathrm{Q}_{A}(u)\right)_{\alpha} m_{i}(t), \tag{12.9}
\end{equation*}
$$

where $\left(J_{A}\right)_{\alpha}$ are the Wiener chaos expansion coefficients of the random field $\mathrm{J}_{A},\left(\mathrm{Q}_{A}(u)\right)_{\alpha}=\left(\mathrm{Q}_{\mathrm{A}, 1}\right)_{\alpha^{-(i, n)}}+\mathrm{Q}_{A, 2} u_{\alpha^{-(i, n)}}$, and

$$
\left(\alpha^{-}(i, n)\right)_{j}^{\ell}=\left\{\begin{array}{cc}
\max \left(a_{i}^{n}-1\right) & \text { if } i=n, j=\ell \\
a_{i}^{n} & \text { otherwise } .
\end{array}\right.
$$

Proof. The existence of the representation (12.8) for each $t \in[0, T]$ is guaranteed by the generalisation of the Cameron Martin theorem for square integrable random elements (see [293]).

To specify the deterministic evolution equations (12.9) that the expansion coefficients $u_{\alpha}$ have to satisfy, we need to use the equalities $u_{\alpha}(t)=$ $\mathbb{E}\left[u(t) \xi_{\alpha}\right]$, which are valid a.e. in $t$, along with the stochastic evolution equation (12.2). To reach this result formally, for a fixed $\alpha \in \mathcal{J}$, multiply (12.2) by $\xi_{\alpha}$ and take expectations. By the closedness of the operator $\mathrm{M}_{\mathrm{A}}$ we see that $\mathbb{E}\left[\left(\mathrm{M}_{\mathrm{A}} u\right) \xi_{\alpha}\right]=\mathrm{M}_{\mathrm{A}} u_{\alpha}$. We also have that $\mathbb{E}\left[\left(\mathrm{G}_{\mathrm{A}} \star u\right) \xi_{\alpha}\right]=\mathrm{G}_{\mathrm{A}} \star u_{\alpha}$. Finally, by the properties of the Wiener basis (see, e.g., [293]) we have that $\mathbb{E}\left[\left(\int_{0}^{t} \mathrm{Q}_{\mathrm{A}} d W(s)\right) \xi_{\alpha}\right]=\sum_{i, n} \sqrt{a_{i}^{n}}\left(\mathrm{Q}_{\mathrm{A}}\right)_{\alpha} m_{i}(t)$. This formal approach can be converted to a fully rigorous treatment by repeating the steps in [292].

Based on Theorem 12.5.1, we may construct solutions of (12.2) using the Wiener chaos expansion and the infinite hierarchy of deterministic integrodifferential equations (12.9). Observe that this is a hierarchy of uncoupled deterministic integrodifferential equations of the general form studied in Chapter 7, and therefore the general results obtained there may be used for the well posedness of (12.9), for each $\alpha \in \mathcal{J}$. Then the solution to the stochastic problem may be reconstructed using the expansion (12.8).

We may thus use Theorem 12.5.1 in conjunction with the existence results of Chapter 7 to provide an alternative existence proof for the solutions of (12.2) via the Wiener chaos expansion.

Theorem 12.5.2 Suppose that $\mathrm{J}_{A} \in L^{2}([0, T], \mathbb{W} ; \mathbb{H})$ and that $\mathrm{G}_{A}$ satisfies appropriate boundedness conditions. Then (12.2) has a unique solution $u \in$ $L^{2}([0, T], \mathbb{W} ; \mathbb{H})$ admitting a Wiener chaos expansion of the form (12.8), where $u_{\alpha}$ solve the deterministic hierarchy (12.9) for each $\alpha \in \mathcal{J}$.

Proof. Assume first that $\mathrm{Q}_{\mathrm{A}, 2}=0$, so that (12.9) is an infinite system of decoupled integrodifferential equations. Applying one of the theorems in

Chapter 7, e.g., Theorem 7.4.8, we have for each $\alpha \in \mathcal{J}$ there exists a unique $u_{\alpha}$ solving (12.9), such that $\left\|u_{\alpha}\right\|_{\mathbb{H}}^{2} \leq C\left\|\left(\mathrm{~J}_{\mathrm{A}}\right)_{\alpha}\right\|^{2}$, where $\|\cdot\|$ is a relevant norm for the Wiener chaos coefficient $\left(\mathrm{J}_{\mathrm{A}}\right)_{\alpha}$, e.g., the $L^{2}([0, T], \mathbb{H})$ norm. Adding over all $\alpha \in \mathcal{J}$, we get that

$$
\sum_{\alpha \in \mathcal{J}}\left\|u_{\alpha}\right\|_{\mathbb{H}}^{2} \leq C \sum_{\alpha \in \mathcal{J}}\left\|\left(\mathrm{J}_{\mathrm{A}}\right)_{\alpha}\right\|^{2} .
$$

If $J_{A} \in L^{2}([0, T], \mathbb{W} ; \mathbb{H})$, we recognise the right-hand side of the above inequality as the norm of $J_{\mathrm{A}}$ in the space $L^{2}([0, T], \mathbb{W} ; \mathbb{H})$; therefore, the righthand side is bounded. Therefore the numerical series $\sum_{\alpha \in \mathcal{J}}\left\|u_{\alpha}\right\|_{\mathbb{H i}}^{2}$ converges and this implies that the random element $\sum_{\alpha \in \mathcal{J}} u_{\alpha} \xi_{\alpha}$ converges in $L^{2}([0, T], \mathbb{W} ; \mathbb{H})$. This can be easily seen with the use of the Parseval identity, which holds for the orthonormal basis $\left\{\xi_{\alpha}\right\}$. Therefore, a straightforward application of Theorem 12.5 .1 yields the stated result. In the case of $Q_{A, 2} \neq 0$, we have that (12.9) is an infinite system of coupled deterministic integrodifferential equations, of lower triangular form. Therefore, using an iterative scheme along with an induction argument (see [292], [220]), we obtain the required result.

Remark 12.5.3 The Wiener chaos approach to (12.2) is particularly interesting since:
(i) It reduces the original stochastic problem to an infinite hierarchy of deterministic problems. This hierarchy is decoupled in the case of additive noise and has a lower triangular structure in the case where the system is subject to a multiplicative noise introduced into the model through the term $\mathrm{Q}_{\mathrm{A}}(u)=\mathrm{Q}_{\mathrm{A}, 1}+\mathrm{Q}_{\mathrm{A}, 2} u$. In both cases the hierarchy is easy to solve using any of the approaches we have presented in Chapter 7. The first case is a straightforward application of the results of Chapter 7, whereas the second case calls for an additional simple induction argument.
(ii) It can be seen as a Galerkin-type approach, which separates the effects of randomness from the effects of the spatiotemporal dynamics, through the proposed expansion. It is important to note that the stochastic basis $\left\{\xi_{\alpha}\right\}$ is a "universal basis" that is independent of the problem under consideration. Therefore, this approach is well suited for numerical analysis and simulation purposes, especially when statistical moments of the solutions are needed.
(iii) The spatial regularity of the solutions can be treated very easily simply by considering more regular solutions of (12.9).

Remark 12.5.4 The Wiener chaos approach may be generalised to allow the construction of a wide variety of solutions ranging from very regular to very irregular as far as their behaviour as random variables is concerned. This can be achieved through the generalisation of the Wiener chaos expansion in terms of weighted Wiener chaos spaces (see, e.g., [292], [293], [294] for
definitions and applications to parabolic SPDEs and [220] for applications to hyperbolic SPDEs). Finally, we should mention that the Wiener chaos approach in principle works for the case in which the coefficients of the problem (12.2) are random as well. However, in such cases the hierarchy of deterministic evolution equations for $u_{\alpha}$ does not have such a simple structure as the one depicted in (12.9), thus making the analysis more complicated.

### 12.6 MISCELLANEA

### 12.6.1 Alternative forms of randomness

In this chapter we have introduced the Wiener process as a possible source of the randomness in the medium or the external sources. However, the analysis presented here can be extended to alternative forms of randomness that may be more general. Such a generalisation, which falls within the framework of Itō's theory of stochastic integration, is the use of Lévy processes for the modelling of the noise terms. In modelling the noise by Lévy processes, we keep the basic assumption of independent increments of the random effects, relaxing, however, the assumption that it is possible to obtain a scaling of space and time so that these effects can be modelled as continuous. Therefore, we allow random jumps and discontinuities in the noise terms, which of course introduce similar effects to the electromagnetic field. There is still relatively little work on the solutions of stochastic PDEs driven by Lévy noise (see, e.g., [347] or [353]) and the extension of the aforementioned general results to models for complex media seems like a promising plan for future research, from both the mathematical and the modelling point of view.

Another interesting generalisation is to relax the assumption of independence between the random increments of the noise term. This is reasonable, especially in physical models, where temporal (as well as spatial) correlations are often present. In such cases the general framework of Lévy processes can no longer be used and has to be abandoned, and with it, the convenient framework of the generalisation of Itō's theory of stochastic integration, as presented in Appendix B, for integrators that can be decomposed into a martingale part and a bounded variation part. One possibility is to use coloured ${ }^{7}$ noise to model such correlations, another, even more challenging from the stochastic analysis point of view, is to use generalisations of the fractional Brownian motion in infinite-dimensional spaces. This is certainly a very interesting direction for further research.

[^88]
### 12.6.2 Nonlinear stochastic problems

In this chapter we have treated the stochastic Maxwell equations for linear complex media. Our analysis can be extended for the study of nonlinear problems. In fact, under the assumption that the nonlinearities are globally Lipschitz, most of the results in this chapter may be extended almost with minor changes, employing the fixed point schemes that are used for the proofs of the well-posedness results in the linear case ${ }^{8}$. In the case where the nonlinearities are not globally Lipschitz, we need to apply more sophisticated techniques to complete the fixed point arguments, such as approximation techniques, etc. Another class of techniques may be an approach based on monotonicity arguments, which is close to the one employed for the deterministic case in Chapter 11. Monotonicity techniques have been used successfully for nonlinear stochastic problems (see, e.g., [352]).

[^89]
## Chapter Thirteen

## Controllability

### 13.1 INTRODUCTION

This chapter addresses the problem of controllability for stochastic complex electromagnetic media. Our starting point is the stochastic integrodifferential equations that model the evolution of the fields, with a control procedure to be selected so that the system is driven to a desired final state. The controllability problem for stochastic media is more complicated than that for deterministic media and includes subtleties that must be addressed to reach a satisfactory answer.

The stucture of this chapter is as follows: In Section 13.2 we set the model, while in Section 13.3 we discuss the subtle issues introduced by the stochasticity in the controllability problem. We then propose two different approaches towards controllability: in Section 13.4 an approach using PDEs with random coefficients and in Section 13.5 an approach using backward stochastic evolution equations (BSEEs). In Section 13.6 we list several comments concerning boundary controllability and optimal control.

### 13.2 FORMULATION

We consider the problem of controllability of the stochastic complex medium with an additive noise. The problem can be modelled through the use of the stochastic integrodifferential equation

$$
\begin{equation*}
d u=\left(\mathrm{M}_{\mathrm{A}} u+\mathrm{G}_{\mathrm{A}} \star u+\mathrm{J}_{\mathrm{A}}+\mathcal{B} v\right) d t+\sum_{j=1}^{N} g_{j} d w_{j}(t) \tag{13.1}
\end{equation*}
$$

where for the sake of simplicity we assume the noise to be finite dimensional. In particular, by $w_{j}$ we denote the $j$ th component of the $N$-dimensional ${ }^{1}$ Wiener process defined on a filtered probability space $\left(\Omega, \mathscr{F},\left\{\mathscr{F}_{t}\right\}_{[0, T]}, P\right)$. We will use the notation $\mathfrak{F}=\left\{\mathscr{F}_{t}\right\}$. Further, $g_{j}=\left(g_{j}^{(1)}, g_{j}^{(2)}\right)^{t r} \in \mathbb{R}^{6}$ is a vector function of the spatial variables multiplying the noise terms such that

$$
\operatorname{div} g_{j}^{(k)}=0 \text { for } k=1,2, j=1 \ldots N
$$

We use the same notation as for the deterministic case in Chapter 8; in particular, by $v$ we denote the internal control. Consider first the stochastic

[^90]achiral case. Assume that the corresponding linear system
$$
d u=\left(\mathrm{M}_{\mathrm{A}} u+\mathrm{J}_{\mathrm{A}}+\mathcal{B} v\right) d t+\sum_{j=1}^{N} g_{j} d w_{j}(t)
$$
is controllable. Our approach to treating the chiral case is based on a fixed point scheme: assume that the state space of the system is a Hilbert space $\mathbb{H}$; at this point, we do not specify this space. Fix a function $z(\cdot) \in \mathbb{H}$, and consider the linear system
\[

$$
\begin{equation*}
d u=\left(\mathrm{M}_{\mathrm{A}} u+\mathrm{J}_{\mathrm{A}}^{\mathrm{a}}+\mathcal{B} v\right) d t+\sum_{j=1}^{N} g_{j} d w_{j}(t) \tag{13.2}
\end{equation*}
$$

\]

where $J_{\mathrm{A}}^{\square}=\mathrm{J}_{\mathrm{A}}+\mathrm{G}_{\mathrm{A}} \star z$ (recall that the chirality effects are introduced via the part $\mathrm{G}_{\mathrm{A}} \star \cdot$ of $\left.\mathrm{J}_{\mathrm{A}}^{\mathrm{A}}\right)$. We denote by $v_{z}(\cdot)$ the control procedure that drives the system (13.2) from $u(0)=U_{0}$ to $u(T)=U_{T}$. It is important to note here that $U_{T}$ can in principle be a random variable as long as it is measurable with respect to the $\sigma$-algebra $\mathscr{F}_{T}$. Let $u_{z}(\cdot)$ be the solution of

$$
d u=\left(\mathrm{M}_{\mathrm{A}} u+\mathrm{J}_{\mathrm{A}}^{\square}+\mathcal{B} v_{z}\right) d t+\sum_{j=1}^{N} g_{j} d w_{j}(t)
$$

with initial condition $u(0)=U_{0}$. By the definition of $v_{z}$ we know that $u(T)=U_{T}$. Let $\mathbb{X}_{s t}$ denote either $\mathcal{C}([0, T] ; \mathbb{H})$ or $L^{2}\left([0, T] ; L^{2}(\Omega, \mathfrak{F}, P ; \mathbb{H})\right)$. Define the map $\mathrm{F}: \mathbb{X}_{s t} \rightarrow \mathbb{X}_{s t}$ by

$$
\mathrm{F}(z(\cdot))=u(\cdot)
$$

If this map has a fixed point, i.e., if there exists a function $\mathfrak{u} \in \mathbb{X}_{s t}$, such that $\mathrm{F}(\mathfrak{u})=\mathfrak{u}$, then this $\mathfrak{u}$ is the solution of (13.2) that connects the states $U_{0}$ and $U_{T}$ in time $T$, and furthermore $v_{\mathfrak{u}}$ is the required control.

### 13.3 SUBTLETIES OF STOCHASTIC CONTROLLABILITY

We now introduce the problem of approximate controllability:

> Given an initial condition $\xi_{0} \in L^{2}\left(P, \mathscr{F}_{0}, \mathbb{H}\right)$, where $\mathbb{H}$ is an appropriately chosen Hilbert space, and a given final state $\xi_{T} \in$ $L^{2}\left(P, \mathscr{F}_{T}, \mathbb{H}\right)$, is it possible to find an adapted control procedure $v \in L^{2}\left([0, T] ; L^{2}(\Omega, \mathfrak{F}, P ; \mathbb{V})\right)$, where $\mathbb{V}$ is the control space, such that the system $(13.1)$ is driven $\epsilon$-close to the final condition $\xi_{T}$ in the chosen time period?

The choice of functional setting for this problem is the same as the one used for the deterministic problem (see Chapter 8 for details and notation).

The question of mild well posedness of the problem (13.1) was settled in Chapter 12. Using generalisations of these results, we may show the well posedness of the problem for a wide range of possible control functions $v(\cdot)$.

Further regularity conditions on the solution may be obtained by straightforward modifications of the Faedo-Galerkin method proposed for the wave equation in [240] (see also Remark 2.4 in [240]). In analogy with the deterministic controllability problem, we choose $\mathbb{H}=\mathbb{V}=\mathfrak{X}_{\mathrm{M}}$ (see Chapter $8)$.

Lemma 13.3.1 The stochastic control system (13.1) is mildly well posed in $\mathbb{X}$ for every $v \in L^{2}\left([0, T] ; L^{2}\left(\Omega, \mathfrak{F}, P ; \mathfrak{X}_{\mathrm{M}}\right)\right)$.

We are now ready to propose a procedure for approximate controllability. The procedure is based on the fixed point procedure used for the deterministic control problem in combination with the approximation result in Lemma 13.4.1.

So far there has been no reference to approximate controllability. Therefore, some comments are due concerning the need to consider the problem of approximate controllability at this point. This need arises from the controllability of problem (13.2). Recall the way that we treated the problem of construction of the control procedure $v_{z}$. The first auxiliary problem we need to consider is the uncontrolled system

$$
\begin{align*}
& d V=\left(\mathrm{M}_{\mathrm{A}} V+\mathrm{J}_{\mathrm{A}}^{\mathrm{\square}}\right) d t+\sum_{j=1}^{N} g_{j} d w_{j}(t),  \tag{13.3}\\
& V(0)=U_{0} .
\end{align*}
$$

The solution of this problem will give us the final state of the system $V(T)$, which is an $\mathscr{F}_{T}$-measurable random variable.

We then consider the backward adjoint problem

$$
\begin{align*}
& \Phi^{\prime}=\mathrm{M}_{\mathrm{A}} \Phi  \tag{13.4}\\
& \Phi(T)=\Phi_{T}
\end{align*}
$$

for a final condition that is now in principle a random variable, and the forward problem

$$
\begin{align*}
& \Psi^{\prime}=\mathrm{M}_{\mathrm{A}} \Psi+\mathcal{B} \Phi  \tag{13.5}\\
& \Psi(0)=0
\end{align*}
$$

where $\Psi$ is the solution of problem (13.4). Note that even though there is no stochasticity in the equation, the source term is a random function, and as a result, $\Psi$ is a random function as well. In complete analogy with the deterministic problem in Chapter 8, we define the map $\Lambda$ that connects the random variable $\Psi_{T}$ with the final value of the solution of the forward problem (13.5) (which is itself a random variable).

Assume that the random operator equation

$$
\begin{equation*}
\Lambda\left(\Phi_{T}^{b}\right)=U_{T}-V(T) \tag{13.6}
\end{equation*}
$$

is satisfied for some random variable $\Phi_{T}^{b} \in \mathfrak{X}_{\mathrm{M}}$. Now, using the same procedure as we did for the deterministic problem in Chapter 8, we see that
setting $u(t)=V(t)+\Psi(t)$, where $\Psi(t)$ is now the solution of (13.5), with $\Phi(t)$ as obtained by the solution of (13.4) and the final condition $\Phi_{T}^{b}$ as provided by the solution of the operator equation (13.6), we have obtained a solution of the original control system such that $u(0)=U_{0}$ and $u(T)=U_{T}$ in time $T$. Therefore, the desired control procedure is the random process $\Phi(t)$ as defined above.

Even though the stochastic case gives the impression of formally proceeding in the same manner as the deterministic case, there is an important qualitative difference that does not allow us such an approach. The reason is very simple and goes as follows: Since $V(T)$ is an $\mathscr{F}_{T}$-measurable random variable, then $U_{T}-V(T)$ is also an $\mathscr{F}_{T}$-measurable random variable. Therefore, in principle, the solution of the operator equation (13.6) $\Phi_{T}^{b}$ is an $\mathscr{F}_{T}$-measurable random variable. Consider now the backward equation (13.4). This is a differential equation, with no stochasticity but with a final condition that is a random variable. Therefore, the solution is a random process that inherits the measurability properties of the final condition, i.e., $\Phi(t)$ will be an $\mathscr{F}_{T}$-measurable random variable for all $t \in[0, T]$. Now consider the forward equation (13.5). This is a random differential equation, the randomness being inserted by the random process $\Phi(t)$, which acts as a source term in the right-hand side of (13.5). By the same arguments, the solution of this equation $\Psi(t)$ inherits the measurability properties of the source term; therefore the solution $\Psi(t)$ is measurable with respect to the $\sigma$-algebra $\mathscr{F}_{T}$ for all $t \in[0, T]$. Since the control procedure obtained is $v=\Psi(t)$, we see that neither the control procedure nor the state of the system $u(t)$ has the desired property of being adapted to the filtration generated by the noise process, since that would require that $v(t)$ and $u(t)$ be measurable with respect to $\mathscr{F}_{t}$ for all $t \in[0, T]$ and not with respect to $\mathscr{F}_{T}$, as it actually happens. Put differently, the control procedure we have proposed above gives us a control scheme that requires knowledge of future states of the system, and not simply the history of the system. This property renders the control proposed above nonphysical and not practical to implement.

In this chapter we propose two possible ways to bypass this difficulty introduced by the noise. One is through an approach to the problem using PDEs with properly selected random initial or final conditions. The other is through the use of backward stochastic differential equations. Both approaches are interesting, for reasons that will be analysed in the relevant sections.

### 13.4 APPROXIMATE CONTROLLABILITY I: RANDOM PDES

Assume that we wish to solve the system (13.4) - (13.5) in the interval $[T-\tau, T]$ for some $\tau \in[0, T]$. The system is modified to the two problems

$$
\begin{align*}
& \Phi^{\prime}=\mathrm{M}_{\mathrm{A}} \Phi  \tag{13.7}\\
& \Phi(T)=\Phi_{T}
\end{align*}
$$

$$
\begin{align*}
& \Psi^{\prime}=\mathrm{M}_{\mathrm{A}} \Psi+\mathcal{B} \Phi \\
& \Psi(T-\tau)=0 \tag{13.8}
\end{align*}
$$

As we commented in the section above, as long as $\Phi_{T}$ is measurable with respect to $\mathscr{F}_{T}$, the solution to system (13.7) is measurable with respect to $\mathscr{F}_{T}$, and this renders the solution to (13.8) measurable with respect to $\mathscr{F}_{T}$ as well for all times $t \in[T-\tau, T]$. This is unphysical, as both the control (related to $\Phi(\cdot)$ ) and the state of the system (related to $\Psi(\cdot)$ ) are forward looking (looking into the future) in the sense that they can only be fully determined as long as the final state of the uncertainty is known. One way to remedy this is to assume that $\Phi_{T}$ is measurable with respect to $\mathscr{F}_{T-\tau}$ instead of being measurable with respect to $\mathscr{F}_{T}$. Then, both $\Phi(\cdot)$ and $\Psi(\cdot)$ are measurable with respect to $\mathscr{F}_{T-\tau}$ for all $t \in[T-\tau, T]$, and this immediately makes both processes dependent only on the past states of the uncertainty. This makes the solution acceptable from a physical point of view and thus useful for the construction of the control procedure.

However, an important issue remains unsettled. One does not in principle have the freedom to pick the measurability of $\Phi_{T}$; this is fixed and determined. One may rather modify the final condition $\Phi_{T}$ by choosing another final condition, $\Phi_{T}^{b}$, as close as possible to the original final condition $\Phi_{T}$ but satisfying the condition that it is measurable with respect to $\mathscr{F}_{T-\tau}$.

The major technical result, essential in our work, is a generalisation of the martingale representation theorem in finite-dimensional spaces (see, e.g., [224] and Theorem B.9.1 in Appendix B), which is summarised in the following result, [240]:

Lemma 13.4.1 Let $\mathbb{H}$ be a Hilbert space and $\epsilon>0$. Given an $\mathscr{F}_{T}$-measurable $\mathbb{H}$-valued random variable $\xi$, there exist $\tau>0$ and an $\mathscr{F}_{T-\tau}$-measurable random variable $\xi_{\epsilon}$ such that for some $\epsilon=\epsilon(\tau)>0, \mathbb{E}\left[\left\|\xi-\xi_{\epsilon}\right\|_{\mathbb{H}}^{2}\right]<\epsilon$ and $\mathbb{E}\left[\left\|\xi_{\epsilon}\right\|_{\mathbb{H}}^{2}\right] \leq \mathbb{E}\left[\|\xi\|_{\mathbb{H}}^{2}\right]$.

Remark 13.4.2 The choice of $\tau$ can be made explicit using the Clark-Ocone form for the martingale representation theorem (see, e.g., [88]) in the case where $\xi$ is Malliavin differentiable; estimates for $\tau$ can be established in terms of the Malliavin derivative of $\xi$.

After this preliminary discussion, we may present a first approach towards approximate controllability. To make the argument more transparent, we first omit the chiral terms (integral terms), which will be treated by the fixed point argument shortly.
$\triangleright$ Choose a $\tau$.
$\triangleright$ Start the uncontrolled system at $U_{0}$ at time $t=0$ and run until time $t=T-\tau$. The state of the uncontrolled system at $t=T-\tau$ is a random variable $u_{0}(T-\tau)$, which is measurable with respect to $\mathscr{F}_{T-\tau}$.
$\triangleright$ We now wish to find a control $v$, that acting from $t=T-\tau$ to $t=T$, is able to drive the controlled system from $u_{0}(T-\tau)$ to the desired final state $U_{T}$.
$\triangleright$ However, $U_{T}$ is in principle an $\mathscr{F}_{T^{-}}$-measurable random variable. In reference to the discussion above, using the auxiliary systems (13.7)-(13.8) we cannot construct an adapted control procedure that will achieve this task. Therefore, we may approximate $U_{T}$ as closely as possible by a random variable $\stackrel{\circ}{U}_{T}$, measurable with respect to $\mathscr{F}_{T-\tau}$ (a step that is guaranteed by Lemma 13.4.1).
$\triangleright$ Then find the control procedure that drives the controlled system from $u_{0}(T-\tau)$ to $\stackrel{\circ}{U}_{T}$ in the time interval $[T-\tau, T]$. This control procedure can be constructed consistently with the use of the auxiliary systems (13.7) - (13.8) following a procedure close to that adopted for the deterministic problem in Chapter 8.

The remaining crucial step in this procedure is to show that the map $\Lambda$, defined by (13.6), is invertible. This operator is defined from a suitable space of square integrable $\mathscr{F}_{T-\tau}$-measurable random variables to itself. It is straightforward to repeat the arguments of Section 8.4.2 replacing the initial and final conditions by $\mathscr{F}_{T-\tau}$-measurable random variables, working pointwise and then passing to the $L^{2}\left(\Omega, \mathscr{F}, P ; \mathfrak{X}_{\mathrm{M}}\right)$ setting using Lebesgue dominated convergence type arguments, based on a priori estimates. We leave the details to the reader, and here we simply state the following generalisation of Lemma 8.4.5.

Lemma 13.4.3 There exists an $\alpha^{b}$ such that $\Lambda\left(\alpha^{b}\right)=\xi$, for every $\xi \in$ $L^{2}\left(\Omega, \mathscr{F}_{T-\tau}, P ; \mathfrak{X}_{\mathrm{M}}\right)$.

Finally, we have to address the chirality terms. These terms have to be treated using a fixed point scheme similar to the one proposed in Section 8.2 for the deterministic problem. The existence of a fixed point for the map $F$ is equivalent to the proof of approximate controllability. The existence of a fixed point may be shown through the use of a fixed point theorem. Contrary to the deterministic case, where we resorted to Schauder's fixed point theorem in order to establish the existence of a fixed point of $F$, now we shall employ Banach's contraction mapping theorem; the reasons are that (a) the chirality terms are typically assumed to be small and (b) it allows us to bypass issues related to the characterisation of compact sets in $L^{2}(\Omega, \mathscr{F}, P ; \mathbb{H})$, where $\mathbb{H}$ is a Hilbert space.

This leads to the following controllability result.

Theorem 13.4.4 For small enough chirality, the stochastic control system (13.1) is approximately controllable.

### 13.5 APPROXIMATE CONTROLLABILITY II: BSPDES

An alternative to the above approach that does not require the approximation of the final condition for the stochastic auxiliary equation (13.4) by one that is measurable with respect to a diferent $\sigma$-algebra in order to achieve the adaptivity of the solution with respect to the filtration generated by the Wiener process is to use the theory of backward stochastic partial differential equations (BSPDEs).

As we commented above, the solution of (13.4) is not in general adapted to the filtration $\mathscr{F}_{t}$ as required, a fact that is rather annoying from the modelling point of view. Is there any way of guaranteeing that (13.4) achieves a solution that satisfies the adaptivity property? This can be done as long as we decide to modify the equation slightly, to

$$
\begin{align*}
& d \Phi=\mathrm{M}_{\mathrm{A}} \Phi d t+Z d W(t) \\
& \Phi(T)=\Phi_{T} \tag{13.9}
\end{align*}
$$

where $Z$ is an (operator-valued) unknown stochastic process that will be selected so as to render the solution of (13.9) adapted and be sure that it satisfies the right final condition. For example if $\Phi$ takes values in a Hilbert space $\mathbb{H}$ and $W$ takes values in a Hilbert space $\mathbb{V}$ then $Z$ should take values in $L_{2}(\mathbb{V}, \mathbb{H})$ the space of Hilbert-Schmidt operators from $\mathbb{V}$ to $\mathbb{H}$. It is worth noting that equation (13.9) is a stochastic differential equation in two unknowns $(\Phi, Z)$ that is solved with a final condition. This type of equation is called a backward stochastic evolution equation (BSEE) or a backward stochastic partial differential equation (BSPDE). Even though we have a single equation in two unknowns, under certain conditions the solution is unique, as the processes $\Phi$ and $Z$ are related to each other.

Assume for the time being that (13.9) has a unique solution $(\Phi, Z)$ for any final condition $\Phi(T)=\Xi$ measurable with respect to $\mathscr{F}_{T}$, and let us show how this pair of processes may be used to construct the desired control.

To this end, let $(\Phi, Z)$ be the solution of the BSEE (13.9) with final condition $\Xi$, and consider the solution of the forward random equation (13.5) with initial condition $\Psi(0)=0$. Since by construction $\Phi$ is an adapted stochastic process, then $\Psi$ is also an adapted process. Define the map $\Lambda$ that connects the final condition $\Xi$ of the BSEE (13.9) with the final condition $\Psi(T)$ of the forward equation (13.5). Furthermore, solve the uncontrolled stochastic system (13.3) with initial condition $V(0)=U_{0}$, and obtain the $\mathscr{F}_{T}$-measurable random variable $V(T)$. We now add equations (13.5) and (13.3) and by linearity observe that the process $U=V+\Psi$ solves equation

$$
\begin{equation*}
d U=\left(\mathrm{M}_{\mathrm{A}} I+\mathrm{J}_{\mathrm{A}}^{\square}+\mathcal{B} \Psi\right) d t+\sum_{j=1}^{N} g_{j} d w_{j}(t) \tag{13.10}
\end{equation*}
$$

with initial condition $U(0)=U_{0}$ and final condition $U(T)=\Psi(T)+V(T)$. If we can choose $\Xi$ so that $\Psi(T)=U(T)-V(T)$, then the desired control procedure is $v=\Psi$. Therefore, the control procedure may be constructed through the use of the BSEE.

There are two missing steps in this analysis. The first is to show that the BSEE (13.9) indeed has an adapted solution for every square integrable final condition $\Xi$. This result is provided by the general theory of BSEEs, which is by now a well-established subject of stochastic analysis. Characteristic references on the subject are, e.g., [198], [340], [409]; see also references therein. The conditions for solvability of this problem are particularly simple, and in fact the square integrability of the final condition $\Xi$ and the property that $\mathrm{M}_{\mathrm{A}}$ is the generator of a $C_{0}$ group are enough to guarantee the well posedness of (13.9). The following proposition summarises these comments.

Proposition 13.5.1 For every $\Xi \in L^{2}\left(\Omega, \mathscr{F}_{T}, P ; \mathbb{H}\right)$, there exists a unique $\operatorname{pair}^{2}(\Phi, Z) \in L^{\infty}\left([0, T] ; L^{2}(\Omega, \mathfrak{F}, \mathbb{H}) \times L^{2}\left([0, T] ; L^{2}\left(\Omega, \mathfrak{F} ; L_{2}(\mathbb{V}, \mathbb{H})\right)\right.\right.$ such that

$$
\begin{equation*}
\Xi-\Phi(t)=\int_{t}^{T} \mathrm{M}_{A} \Phi(s) d s+\int_{t}^{T} Z(s) d W(s) \tag{13.11}
\end{equation*}
$$

for all $t \in[0, T]$.
Proof. The proof is simple and hinges on the martingale representation theorem for Hilbert space-valued random variables. It is essentially an adaptation of similar proofs in, e.g., [409], etc.

Since $\mathrm{M}_{\mathrm{A}}$ is the infinitesimal generator of a $C_{0}$ group of linear operators, $\left\{\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(t)\right\}_{t \in \mathbb{R}}, \mathrm{~T}_{\mathrm{M}_{\mathrm{A}}}(t)=e^{t \mathrm{M}_{\mathrm{A}}}$, one may easily see that $\Phi^{b}(t)=\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(t) \Phi(t)$ satisfies the BSEE

$$
\begin{align*}
& d \Phi^{b}(t)=\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(t) Z(t) d W(t) \\
& \Phi(T)=\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(T) \Xi \tag{13.12}
\end{align*}
$$

Consider now the stochastic process $M(t):=\mathbb{E}\left[\mathrm{T}_{M_{\mathrm{A}}}(T) \Xi \mid \mathscr{F}_{t}\right]$, which is a square integrable martingale. To this martingale we apply the martingale representation theorem (Theorem B.9.1 in Appendix B), to guarantee the existence of an operator-valued stochastic process $\AA$ such that

$$
\begin{equation*}
M(t)=M(0)+\int_{0}^{t} \check{Z}(s) d W(s) \tag{13.13}
\end{equation*}
$$

for every $t \in[0, T]$. Set $t=T$ in this expression to obtain

$$
\begin{equation*}
\Phi^{b}(T)=M(0)+\int_{0}^{T} \check{Z}(s) d W(s), \tag{13.14}
\end{equation*}
$$

where we have used the fact that

$$
M(T):=\mathbb{E}\left[\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(T) \Xi \mid \mathscr{F}_{t}\right]=\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(T) \Xi=\Phi^{b}(T)
$$

We now subtract (13.13) and (13.14) to obtain that

$$
\begin{equation*}
\Phi^{b}(T)-\Phi^{b}(t)=\int_{t}^{T} \check{Z}(s) d W(s) \tag{13.15}
\end{equation*}
$$

A direct comparison of (13.11) with (13.12) shows that $M(t)$ as defined above is a candidate for the unknown process $\Phi^{b}(t)$, whereas a candidate for

[^91]the process $Z$ is the process $\dot{Z}$ provided by the martingale representation theorem. By the group property of $\left\{\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(t)\right\}_{t \in \mathbb{R}}$, we return to the original processes $\Phi(t)$ and $Z$. The uniqueness follows by an application of Itō's lemma.

The second remaining step is to show that we can always find a final condition $\Xi$ for (13.9) so that the solution of (13.5) satisfies $\Psi(T)=U_{T}-V(T)$. This relies on the invertibility of the map $\Lambda$. For approximate controllability we would like to show that for every $\xi$ in $L^{2}\left(\Omega, \mathscr{F}_{T}, P ; \mathfrak{X}_{\text {M }}\right)$ we may find a $\Xi$ such that the solution of the system (13.9) and (13.5) satisfies the property that for every $\epsilon>0,\|\Psi(T)-\xi\|<\epsilon$. An alternative way of looking at this is to treat the approximate solvability of the forward-backward stochastic differential problem

$$
\begin{aligned}
& d \Psi=\left(\mathrm{M}_{\mathrm{A}} \Psi+\mathcal{B} \Phi\right) d t \\
& d \Phi=\mathrm{M}_{\mathrm{A}} \Phi d t+Z d W(t) \\
& \Psi(0)=\xi \\
& \Phi(T)=\Xi
\end{aligned}
$$

This is in some sense a stochastic two-point boundary value problem. The solvability of this problem is equivalent to the approximate controllability of the original problem at hand.

Consider now the linear manifold

$$
\digamma=\{\Psi(T): \text { there exists a } \Xi \text { so that }(\Psi, \Phi) \text { solves }(13.9) \text { and }(13.5)\}
$$

We will show that $\digamma$ is dense in $L^{2}\left(\Omega, \mathscr{F}_{T}, P ; \mathfrak{X}_{\text {M }}\right)$.
Proposition 13.5.2 The linear manifold $\digamma$ is dense in $L^{2}\left(\Omega, \mathscr{F}_{T}, P ; \mathfrak{X}_{\text {M }}\right)$ if $\mathcal{B}$ is invertible.
Proof. Take $X \in L^{2}\left(\Omega, \mathscr{F}_{T}, P ; \mathfrak{X}_{\text {м }}\right)$ and assume that $(X, \Psi(T))=0$ for any $\Psi(T) \in \digamma$. We will show that this implies that $X=0$.

For the given $X$, consider the BSEE

$$
\begin{equation*}
X-p(t)=\int_{t}^{T} \mathrm{M}_{\mathrm{A}} p(s) d s+\int_{t}^{T} q(s) d W(s) \tag{13.16}
\end{equation*}
$$

According to Proposition 13.5.1, this problem is well posed, so there exists a unique pair of stochastic processes $(p, q)$ satisfying (13.16). Now, let us apply Itō's lemma on the inner product $(p(t), \Psi(t))$. After taking into account the fact that the operator $\mathrm{M}_{\mathrm{A}}$ is skew adjoint, we see that

$$
(X, \Psi(T))=\int_{0}^{T}(p(t), \mathcal{B} \Phi(t)) d t
$$

This is equal to 0 if $\int_{0}^{T}(p(t), \mathcal{B} \Phi(t)) d t=0$, or if $\int_{0}^{T}\left(\mathcal{B}^{*} p(t), \Phi(t)\right) d t=0$. Since we want $(X, \Psi(T))=0$ to hold true for all $\Psi(T) \in \digamma$, the above implies that $\mathcal{B}^{*} p(t)=0$ for all $t$. If the operator $\mathcal{B}^{*}$ is such that $\mathcal{B}^{*} p(t)=0$ implies that $p(t)=0$ for all $t$, then $X=p(T)=0$, and that concludes the proof of
density of $\digamma$ in $L^{2}\left(\Omega, \mathscr{F}_{T}, P ; \mathfrak{X}_{\text {M }}\right)$. If $\mathcal{B}^{*}$ is an invertible operator, then one can immediately see that the above condition holds, so the system satisfies the approximate controllability property.

If $\mathcal{B}^{*}$ is not an invertible operator, then Carleman-type ${ }^{3}$ estimates for the backward problem are needed to show this property. Carleman-type inequalities for backward PDEs constitute an interesting research field that is relatively unexplored. Because of the technical nature of the subject we do not address it here; let us just mention that a Carleman inequality for the stochastic wave equation has been proved recently by Zhang in [447]. Similar results for forward and backward stochastic parabolic equations have been reported in [54] and [401]. See also the interesting unified approach by the same author in [448].

### 13.6 MISCELLANEA

There are several possible extensions of the approach presented in this chapter on the problem of controllability of stochastic integrodifferential equations modelling complex media.

### 13.6.1 Boundary controllability

The problem of boundary controllability is still open. In principle either approach employed in this chapter to study approximate controllability can be used, along with a fixed point procedure to prove approximate controllability. Extra care must be taken here to define properly the map $\mathcal{B}$.

### 13.6.2 Multiplicative noise

Some of the controllability results and techniques in this chapter can be generalised to the case where the model is subject to multiplicative noise. This will result in a model of the general form

$$
\begin{equation*}
d u=\left(\mathrm{M}_{\mathrm{A}} u+\mathrm{G}_{\mathrm{A}} \star u+\mathcal{B} v\right) d t+\left(\mathrm{Q}_{\mathrm{A}, 1}+\mathrm{Q}_{\mathrm{A}, 2} u\right) d W \tag{13.17}
\end{equation*}
$$

where $W$ can either be a finite- or infinite-dimensional Wiener process.
If one decides to use the backward stochastic differential approach, then it may be shown that the approximate controllability of the control system

[^92](13.17) is related to the properties of the solution of the backward stochastic evolution equation
\[

$$
\begin{align*}
& d p=\left(-\mathrm{M}_{\mathrm{A}}^{*} p+\mathrm{Q}_{\mathrm{A}, 1}^{*} Z\right) d t+Z d W(t)  \tag{13.18}\\
& u(T)=\xi
\end{align*}
$$
\]

This is similar to the BSEE obtained for the additive noise case, with the main difference that now the auxiliary process $Z$ is contained in the drift of the equation. The well posedness of this equation can be shown by extending the simple argument we have used in Lemma 13.5.1 along with a fixed point scheme of the form ${ }^{4}$

$$
d u^{(n+1)}=\left(\mathrm{M}_{\mathrm{A}} u^{(n+1)}+\mathrm{Q}_{\mathrm{A}, 1}^{*} Z^{(n)}\right) d t+Z^{(n)} d W(t)
$$

A criterion for approximate controllability of (13.17), similar to that proposed in the case of additive noise, is the following:

The system (13.17) is approximately controllable if and only if for any finite horizon $T$, the solution of (13.18) that satisfies $\mathcal{B}^{*} p(t)=0$ for all $t \in[0, T]$ necessarily satisfies $p(t)=0$ for all $t \in[0, T]$. This result has recently been proved for the multiplicative case in [166].

Of course, proving that this property holds brings us back to the issue of deriving Carleman inequalities for stochastic evolution equations; see the relevant discussion in Section 13.5.

Furthermore, the methods presented in this chapter can be extended for the case of nonlinear problems using fixed point techniques.

### 13.6.3 Stochastic optimal control problems

The optimal control problems sketched briefly in Section 8.6.3 can be generalised for the case of stochastic problems. The relevant cost functional now involves expectations, e.g., stochastic linear quadratic control problems involve functionals of the form

$$
\mathcal{J}(u, v)=\mathbb{E}\left[\int_{0}^{T}\left(\left\|\mathscr{C}_{1} u(t)\right\|_{\mathbb{H}}^{2}+\left\|\mathscr{C}_{2} v(r)\right\|_{\mathbb{V}}^{2}\right) d t\right]+\mathbb{E}\left[\left\|\mathscr{C}_{3}\left(u(T)-U_{T}\right)\right\|_{\mathbb{H}}^{2}\right]
$$

where $\mathbb{H}$ and $\mathbb{V}$ are proxies for the state space and the control space of the system, respectively, and the expectation is with respect to the probability measure. The operators $\mathscr{C}_{1}, \mathscr{C}_{2}, \mathscr{C}_{3}$ are operators that quantify the relative importance of the intertemporal deviation from a desired state, the cost of the control procedure and the deviation from the desired final state, respectively, in the overall cost functional.

Problems of this form can be solved in terms of feedback laws of the form $v=\mathbb{F} u$, where $\mathbb{F}$ is the feedback operator that connects the state of the system with the control required. The feedback operator can be determined using the infinite-dimensional Riccati equation. An alternative is to use generalisations of the Pontryagin maximum principle using adjoint variables. The optimal control law can be determined through the adjoint variable. Of

[^93]importance, the adjoint variable solves a BSEE of the form introduced and studied in Section 13.5.

This theory can be extended in a perturbative fashion, via fixed point arguments, to include the effects of the convolution terms; however, this is beyond the scope of the present work.

## Chapter Fourteen

## Homogenisation

### 14.1 INTRODUCTION

In certain classes of materials the spatial structure is not sufficiently regular as to be modelled by periodic functions. Such materials can be modelled as random media having some sort of statistical periodicity. This statistical periodicity is expressed mathematically through the concept of ergodicity. This concept is powerful enough to generalise periodicity and allows us to build a homogenisation theory that bypasses the need for periodic structure. From the applications point of view, this generalisation leads to more realistic models. In nature there is actually no such thing as a deterministic periodic structure; materials are subject to random imperfections that may depart from standard periodicity but still leave a random structure reminiscent of periodicity. Note that, according to some authors (see, e.g., [8]), the very nature of chirality is due to such effects, i.e., to randomly positioned helices in the medium.

There exists a rich theory concerning random homogenisation problems. For linear elliptic and parabolic problems see, e.g., [59], [67], [216] and references therein. It is the aim of this chapter to present a theory of homogenisation for random bianisotropic media exibiting an ergodic structure. We show that for such a medium there exists a homogenised system of the Maxwell type (see [52], [395]). The homogenisation problem can be reduced to a random elliptic system, and the homogenised coefficients for the complex medium may be computed using proper averaging procedures over the solutions of this elliptic system. This leads us to a generalisation of the homogenisation theory for deterministic complex media (see Chapter 9).

The structure of the chapter is as follows. In Section 14.2 we present an introduction to the necessary notions from the theory of ergodicity that will be used in our treatment of homogenisation. In Section 14.3 we present a model for a random complex medium, on which we will base our analysis. In Section 14.4 we present a formal two-scale approach that allows us to set ideas and understand the basic mechanisms that will lead us to a homogenised system, as well as to identify the coefficients of the homogenised system. In Section 14.5 we present some rigorous results on the homogenisation of random complex electromagnetic media.

### 14.2 ERGODIC MEDIA

We will consider a special class of random media, namely, ergodic media, for which there has been a resurgence of interest in the context of homogenisation of first- and second-order PDEs ${ }^{1}$. The ergodic assumption allows for the generation of a "self-repeating" structure, in the statistical sense, for the medium which is a generalisation in the stochastic framework of the periodicity condition for deterministic media (see Section 9.6.2).

We will consider the following framework. Let $(\Omega, \mathscr{F}, P)$ be a probability space, and let $\mathfrak{G}$ be a group of transformations on $\Omega$. Such a group is often called a dynamical system on $\Omega$. We say that the probability measure $P$ is preserved under the action $\tau$ of the group $\mathfrak{G}$, if $P(\tau A)=P(A)$ for every $A \in \mathscr{F}$.

As mentioned already in Section 2.4.13, a typical example of this setup is the case where $\Omega=\mathbb{R}^{3}$, i.e., each $\omega$ is identified with a point $x \in \mathbb{R}^{3}$. Then the group $\mathfrak{G}$ is the translation group on $\mathbb{R}^{3}$ with the action $\tau$ denoted by $\tau_{y}=x+y$, when the point $x=\omega \in \Omega$ is translated by $y \in \mathbb{R}^{3}$. The invariance property of the measure $P$ under the action of the group in this case takes the form,

$$
P\left(\tau_{y} A\right)=P(A), \quad \forall A \in \mathscr{F}, \quad \forall y \in \mathbb{R}^{3}
$$

The Lebesgue measure is an example of such an invariant measure.
The probability space $(\Omega, \mathscr{F}, P)$ is to be interpreted as follows: each realisation $\omega$ is to be understood as a particular configuration of the medium. In other words, each experiment we perform on a particular medium corresponds to a particular choice of $\omega \in \Omega$. However, it is neither known beforehand nor known with certainty which medium is to be realised at the time the experiment is performed. The probability that a particular medium is realised is given by the probability measure $P$. A random variable $F: \Omega \rightarrow X$, where $X$ is an appropriate metric space, will serve as a mathematical model for a medium. For instance, when $X \in \mathbb{R}^{6 \times 6}$, we may consider $F$ as a particular outcome of the electromagnetic parameters of a random complex medium (e.g., a particular outcome of $A_{o r, \omega}$ or $G_{\omega}$ ). More precisely, if $F$ is a measurable function on $\Omega$, we will call for each fixed $\omega \in \Omega, F\left(\tau_{x} \omega\right)$ (often denoted by $\check{F}\left(\tau_{x} \omega\right)$ ) a realisation of $F$. A measurable function $F$ is called invariant under the group action (dynamical system) if $F\left(\tau_{x} \omega\right)=F(\omega)$ for every $x$ and $\omega$.

We shall assume the ergodicity and stationarity of the random coefficients.

## DEFINITION 14.2.1 (ERGODICITY AND STATIONARITY)

(i) The action $\tau$ is called ergodic if for all $A \in \mathscr{F}$,

$$
\tau_{x} A=A \forall x \in \mathbb{R}^{3} \Longrightarrow P(A)=0, \text { or } P(A)=1
$$

[^94](ii) A random variable $F$ is called stationary if
$$
\forall y \in \mathbb{R}^{3}, F(x+y, \omega)=F\left(x, \tau_{y} \omega\right) \text {, a.e. in } x \text {, a.s. }
$$

REMARK 14.2.2 An alternative definition of ergodicity is to say that an action is ergodic if every invariant function ${ }^{2}$ under this action is the constant function almost surely in $\Omega$ ( $P$-a.s.).

These properties guarantee that, in a statistical sense, parts of the material located at different positions will present the same properties, i.e., that the statistical properties of the medium are invariant under translations that are to be understood as the transformation $\tau_{y}$. This fact allows us to look at average properties of the material at long scales and obtain nice expressions for these quantities. In fact, by the ergodic theorem (see, e.g., [66], [67] and Theorem C.4.2 in Appendix C) we may obtain that

$$
F\left(\frac{x}{\epsilon}, \omega\right) \stackrel{*}{\rightharpoonup} \mathbb{E}[F], \text { as } \epsilon \rightarrow 0 \text { a.s. } \quad \text { in } L^{\infty}\left(\mathbb{R}^{3}\right)
$$

where $\mathbb{E}$ is the expectation over the measure $P$. The ergodic hypothesis implies that instead of looking at an ensemble average of media and averaging the properties of the medium on the ensemble average, we may consider a single realisation of the medium whose spatial dimensions are large and sample its properties by traversing this single realisation for large enough distances.

Below we provide some examples where this approach is relevant.
Example 14.2.3 An example of a stationary random variable is a random field $u: \mathbb{R}^{3} \times \Omega \rightarrow X$, where $X$ is a metric space ${ }^{3}$ that may be represented as $u(x, \omega)=F\left(\tau_{x} \omega\right)$ for a fixed random variable $F$. Indeed, by the group property, $u(x+y, \omega)=F\left(\tau_{x+y} \omega\right)=F\left(\tau_{x} \tau_{y} \omega\right)=u\left(x, \tau_{y} \omega\right)$. By the invariance of $P$ under $\tau$, the above equality means that for any $x, y \in \mathbb{R}^{3}$, the distribution of $u(x+y, \omega)$ does not depend on $y$.

Example 14.2.4 [344] Periodic media naturally fall within this framework. It is easily seen that periodicity is a special case of the stationarity condition. Take $\Omega$ to be the unit torus $\mathbb{T}$ in $\mathbb{R}^{d}$ and each realisation $\omega$ to be a point in the unit torus. While in this case the medium is deterministic, the meaning of $\omega$ is that we may consider any point in the unit torus (unit cell of the medium) as the origin of the coordinate system, chosen randomly according to the Lebesgue measure on the unit torus. Let $\bar{a}(\omega)$ be any periodic function and define $a(x, \omega)=\bar{a}(\omega-x)$. Clearly, $a(x, \omega)$ satisfies the stationarity condition according to which for every $x_{1}, \ldots, x_{n} \in \mathbb{T}$, it holds that

$$
\left(a\left(x_{1}, \omega\right), \cdots, a\left(x_{n}, \omega\right)\right) \stackrel{d}{=}\left(a\left(x_{1}+h, \omega\right), \cdots, a\left(x_{n}+h, \omega\right)\right)
$$

[^95]for every vector $h \in \mathbb{R}^{d}$, where $\stackrel{d}{=}$ denotes equality in distribution of the relevant random variables. In this context, the transformation $\tau_{x}$ acts on $\omega$ by $\tau_{x} \omega=\omega+x \bmod (1)=\omega+x-[x]$, i.e., as a shift. The transformation is invertible and $\left(\tau_{x}\right)^{-1}=\tau_{-x}$. It obviously holds that $a(x+y, \omega)=a\left(x, \tau_{y} \omega\right)$.

Example 14.2.5 [344] Consider a medium that may exhibit imperfections, with centres that are randomly distributed. To simplify matters, assume that the imperfections may be modelled as points. In a particular realisation of the medium $\omega$, there will be $n$ imperfections centred at the points $\left(r_{1}, \ldots, r_{n}\right)$ where both the positions of points as well as their number $n$ are random variables. So $\omega=\left(r_{1}, \ldots, r_{n}\right)$, and $\Omega$ is the space of sequences in $\mathbb{R}^{d}$. We assume that if $A$ is a Borel set in $\mathscr{B}\left(\mathbb{R}^{d}\right)$, then the number of imperfections in $A, \nu(A)$ is distributed according to the Poisson distribution, i.e., by

$$
P(\nu(A)=n)=\exp (-\lambda|A|) \frac{(\lambda|A|)^{n}}{n!}
$$

where $|A|$ is the Lebesgue measure of $A$ and $\lambda$ is a parameter. The exact medium configuration can be described by the random measure

$$
\mu=\sum_{j=1}^{n} \delta_{r_{j}}
$$

where $\delta_{x}$ is the Dirac point measure centred at $x$. Assuming that the positions of the imperfections are uniformly distributed, one may calculate the Laplace functional of the random measures as

$$
\Phi:=\mathbb{E}[\exp (-(\phi, \mu))]=\mathbb{E}\left[\exp \left(-\sum_{j=1}^{n} \phi\left(r_{j}\right)\right)\right]=\exp \left(\lambda \int\left(e^{-\phi(r)}-1\right) d r\right)
$$

where $\phi$ is any smooth function of compact support. The Laplace functional has the stationarity property which is inherited by the stationarity property of the Poisson point process. Indeed, let $h$ be any vector in $\mathbb{R}^{d}$ and define $\mu_{h}(d x)=\mu(d x+h)$. Then,

$$
\mathbb{E}\left[\exp \left(-\left(\phi, \mu_{h}\right)\right)\right]=\mathbb{E}[\exp (-(\phi, \mu))]
$$

which shows the stationarity property for the Laplace functional. Any function $a(x, \omega)$ can be considered as a special case of a Laplace functional for the proper choice of $\phi$. Hence, such a medium may be modelled by the framework described in this section. In this context the transformation $\tau_{x}$ acts on $\omega$ by

$$
\tau_{x} \omega=\tau_{x}\left(r_{1}, \ldots, r_{n}\right)=\omega+x=\left(r_{1}+x, \ldots, r_{n}+x\right)
$$

i.e., as a shift. The transformation is invertible and $\left(\tau_{x}\right)^{-1}=\tau_{-x}$. The ergodicity of this medium relies on the ergodic properties of the Poisson process (see, e.g., [408] or [344]).

For more examples of media that fall within this description, we refer to [408].

### 14.3 FORMULATION

Let $\mathcal{O}$ be a domain in $\mathbb{R}^{3}$, filled with a random complex linear electromagnetic medium. For the time being, we consider the case where the randomness is assumed to be spatial only, so that the structure of the medium does not change in time. The constitutive relations for the medium are given as in Section 2.3.4, equation (2.23). The effect of the random structure of the medium is that now the electromagnetic fields are random fields whose evolution is given by the random Maxwell equations

$$
\begin{equation*}
\partial_{t}\left(\mathrm{~A}_{\mathrm{or}, \omega} u+\mathrm{G}_{\omega} \star u\right)=\mathrm{M} u+j, \quad \text { in }(0, T] \times \mathcal{O}, \tag{14.1}
\end{equation*}
$$

subject to the perfect conductor boundary condition

$$
n \times u_{1}=0, \text { in }[0, T] \times \partial \mathcal{O}
$$

and for homogeneous initial conditions $u(x, 0)=0, x \in \mathcal{O}$. The coefficients of the medium are now random variables, with a spatial dependence ${ }^{4}$; the same can also hold for the source term $j$. The fields $u=u(t, x ; \omega)$ are random fields (vector space-valued random variables). All these random variables are assumed to be defined on a suitable probability space $(\Omega, \mathscr{F}, P)$ (which we do not need to specify at this point) related to the nature of the random structure of the medium. The differential equation (14.1) is now an equation between random variables and is assumed to hold almost surely in $P$.

Remark 14.3.1 Equation (14.1) is a random differential equation. In this model we assume that the source term $j$, even though it may be a random process, is of bounded variation (with respect to time), so that equation (14.1) may be considered a differential equation pointwise in $\omega$. This is in contrast to the situation in, e.g., Chapter 12 , where the randomness in the term $j$ was considered as arising from the summation of a large number of independent error terms, thus leading - through central limit theorem type of arguments - to a model for $j$ as a process of infinite variation, so that equation (14.1) would require a special treatment in terms of the theory of the Itō integral and stochastic differential equations. To mark the qualitative and technical differences between these two types of differential equations, we will retain the terminology random for the first and stochastic for the second. See also Remark 2.4.6.

The medium coefficients must be of such form as to allow us to model small-scale (fast-varying) random microstructure. From now on we assume medium coefficients of a specific form:

Assumption 14.3.2
(i) Consider a probability space $(\Omega, \mathscr{F}, P)$ and let $\Phi(\cdot, \omega): \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ be a random diffeomorphism $P$-a.s. with the property ${ }^{5}$ that $\operatorname{grad} \Phi$ is

[^96]stationary under an ergodic group action, i.e.,
$$
\forall y \in \mathbb{R}^{3}, \quad \operatorname{grad} \Phi(x+y, \omega)=\operatorname{grad} \Phi\left(x, \tau_{y}, \omega\right)
$$
(ii) The random medium can be modelled with coefficients of the form
\[

$$
\begin{align*}
& \mathrm{A}_{\mathrm{or}, \omega}=\mathrm{A}_{\mathrm{or}}^{\epsilon}(x, \omega)=\mathrm{A}_{\mathrm{or}}\left(\Phi^{-1}\left(\frac{x}{\epsilon}, \omega\right)\right) \\
& \mathrm{G}_{\omega}=\mathrm{G}_{\mathrm{d}}^{\epsilon}(t, x, \omega)=\mathrm{G}_{\mathrm{d}}\left(t, \Phi^{-1}\left(\frac{x}{\epsilon}, \omega\right)\right) \tag{14.2}
\end{align*}
$$
\]

where $\mathrm{A}_{\text {or }}(y)$ and $\mathrm{G}_{\mathrm{d}}(y, t)$ are deterministic matrix-valued functions periodic in $y \in \mathbb{R}^{3}$ with common period $Y$, where $\Phi$ is $P$-a.s random diffeomorphism with stationary gradients under an ergodic action.

Remark 14.3.3 This assumption on the coefficients of the medium is inspired by recent very interesting work by X. Blanc, C. Le Bris and P.-L. Lions [67] on stochastic elliptic homogenisation, and models some kind of statistical periodicity of the medium and guarantees ergodicity.

To be able to model the small-scale periodic microstructure, we must let $\epsilon$ vary over a range of arbitrarily small values. We are therefore led to a sequence of random boundary value problems,

$$
\begin{equation*}
\left(\mathrm{A}_{\mathrm{or}}^{\epsilon} u^{\epsilon}+\mathrm{G}_{\mathrm{d}}^{\epsilon} \star u^{\epsilon}\right)^{\prime}=\mathrm{M} u^{\epsilon}+j, \tag{14.3}
\end{equation*}
$$

with initial condition $u^{\epsilon}=0$, and the perfect conductor boundary condition

$$
\begin{equation*}
n \times u_{1}^{\epsilon}=0, \text { on } \mathcal{O} \tag{14.4}
\end{equation*}
$$

The explicit $t, x$ and $\omega$ dependence is omitted for simplicity.
If the solution of the above sequence of random boundary value problems exists for all $\epsilon>0$ (a hypothesis that will be verified by Theorem 14.3.4), then this will generate a sequence of random fields $\left\{u^{\epsilon}\right\}=\left\{u^{\epsilon}(t, x, \omega)\right\}$. To understand the effects of small-scale random microstructure, we must go to the limit as $\epsilon \rightarrow 0$. Then questions similar to those we addressed in Chapter 9 arise, i.e., whether the sequence of random fields $\left\{u^{\epsilon}\right\}$ converges in some weak sense to a limit random field $u^{*}$, and whether this random field is the solution of a differential equation similar in type to the original Maxwell system

$$
\left(\mathrm{A}_{\mathrm{or}}^{h} u^{*}+\mathrm{G}_{\mathrm{d}}^{h} \star u^{*}\right)^{\prime}=\mathrm{M} u^{*}+j
$$

but now with constant coefficients $\mathrm{A}_{\mathrm{or}}^{h}, \mathrm{G}_{\mathrm{d}}^{h}$. Can these coefficients be specified by the coefficients of the original medium, in a manner similar to what we have seen in Chapter 9 for deterministic media? Furthermore, can it be that under certain circumstances, the limiting field as well as the limiting differential equation are not random? The answer to these questions is complicated in the case of random media by the fact that now the quantities involved are random fields defined on a probability space and not only deterministic functions. This fact requires some special care as far as convergence properties of the sequences of random fields are involved. However,
the powerful tools of ergodic theory will be of assistance, leading in the end to positive answers to most of our questions, as well as elegant formulae for the calculation of the homogenised coefficients.

We end this section by providing a theorem showing the well posedness of the random Maxwell system.

Theorem 14.3.4 The Maxwell system (14.1) is uniquely solvable for all $\epsilon>0$ and $\omega \in \Omega$ and the solution satisfies

$$
\left\|u^{\epsilon}(t)\right\|_{\mathrm{x}} \leq C, \text { for all } \epsilon, t>0, P-\text { a.s. }
$$

and

$$
\left\|u^{\epsilon}(t)\right\|_{L^{2}(\Omega, \mathscr{F}, P ; \mathbb{X})} \leq C, \text { for all } \epsilon, t>0
$$

Proof. The existence of a solution $P$-a.s. may be proved for any fixed $\epsilon>0$ by the Faedo-Galerkin method, with minor modifications of Theorem 7.5.2 in Section 7.5 .2 , (see also Proposition 1 in [70]), and thus the details are omitted. We show only that the solution obtained pointwise in $\omega$ is square integrable with respect to the probability measure. To this end, fix any $\epsilon>0$ and consider the finite-dimensional approximation of the solution $\left\{u_{m}^{\epsilon}\right\}, u_{m}^{\epsilon}=P_{m} u^{\epsilon}$, where $P_{m}$ is the projection operator on the subspace spanned by the first $m$ vectors of the chosen basis. The sequence $\left\{u_{m^{\epsilon}}\right\}_{m \in \mathbb{N}}$ is now a sequence of random fields. This sequence for all $m$ satisfies a finitedimensional equation of the form

$$
\begin{equation*}
\left(\mathrm{A}_{\mathrm{or}}^{\epsilon} u_{m}^{\epsilon}+\mathrm{G}_{\mathrm{d}}^{\epsilon} \star u_{m}^{\epsilon}\right)^{\prime}=\mathrm{M} u_{m}^{\epsilon}+j_{m} \tag{14.5}
\end{equation*}
$$

where $A_{\text {or }}^{\epsilon}, G_{d}^{\epsilon}, M, j_{m}$ are appropriate finite-dimensional projections of the relevant quantities (see the proof of Theorem 7.5.2 for their definitions; here for simplicity they are denoted the same as their infinite-dimensional counterparts).

As an intermediate step using the Faedo-Galerkin method, we find the following a priori estimates for the finite-dimensional approximations,

$$
\begin{equation*}
\left\|u_{m}^{\epsilon}\right\|_{L^{\infty}([0, T] ; \mathbb{X})} \leq c\left(\|j\|_{L^{1}([0, T] ; \mathbb{X})}+\left\|u^{\epsilon}(0)\right\| \mathbb{X}_{M}\right) \tag{14.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left(u_{m}^{\epsilon}\right)^{\prime}(t)\right\|_{\mathbb{X}} \leq c\left(\|j\|_{W^{1,1}([0, T] ; \mathbb{X})}+\left\|u^{\epsilon}(0)\right\| \mathbb{X}_{M}\right) \tag{14.7}
\end{equation*}
$$

which hold $P$-a.s. We start from the a priori estimate (14.6), which holds $P$-a.s. for any $m$; we square this inequality and take the expectation with respect to the probability measure $P$. As long as

$$
\mathbb{E}\left[\|j\|_{W^{1,1}([0, T] ; \mathbb{X})}^{2}\right]<\infty, \quad \mathbb{E}\left[\left\|u^{\epsilon}(0)\right\|_{\mathbb{X}_{M}}^{2}\right]<\infty
$$

we obtain that the sequences $u_{m}^{\epsilon}$ and $\left(u_{m}^{\epsilon}\right)^{\prime}$ are uniformly bounded in $m$, for all $t \in[0, T]$ in the norms of $L^{2}\left(\Omega, \mathscr{F}, P ; \mathbb{X}_{M}\right)$ and $L^{2}(\Omega, \mathscr{F}, P ; \mathbb{X})$, respectively. Therefore, $u_{m}^{\epsilon},\left(u_{m}^{\epsilon}\right)^{\prime}$ converge to $u^{\epsilon},\left(u^{\epsilon}\right)^{\prime}$, respectively, weakly in $L^{2}\left(\Omega, \mathscr{F}, P, \mathbb{X}_{\mathrm{M}}\right)$ and $L^{2}(\Omega, \mathscr{F}, P ; \mathbb{X})$, respectively. However, one may show that these sequences converge strongly in $L^{2}\left(\Omega, \mathscr{F}, P ; \mathbb{X}_{\mathrm{M}}\right)$ and $L^{2}(\Omega, \mathscr{F}, P, \mathbb{X})$, respectively. Consider (14.5) for $n$ and $m$ and subtract. The difference
$u^{\epsilon, \diamond}(t):=u_{n}^{\epsilon}(t)-u_{m}^{\epsilon}(t)$ solves an equation of the same form as (14.5) with $P_{n} j-P_{m} j$ on the right-hand side and with $u^{\epsilon, \diamond}(0)=u_{n}(0)-u_{m}(0)$ as the initial condition. By working in exactly the same manner as above we obtain the a.s. estimates

$$
\begin{align*}
& \left\|u_{n}^{\epsilon}-u_{m}^{\epsilon}\right\|_{L^{\infty}([0, T] ; \mathbb{X})} \leq \\
& c\left(\left\|P_{n} j-P_{m} j\right\|_{L^{1}([0, T] ; \mathbb{X})}+\left\|u_{n}^{\epsilon}(0)-u_{m}^{\epsilon}(0)\right\|_{\mathbb{X}_{\mathrm{M}}}\right) \tag{14.8}
\end{align*}
$$

and similar estimates for the temporal derivatives. Taking expectations with respect to the measure $P$,

$$
\begin{align*}
& \mathbb{E}\left[\left\|u_{n}^{\epsilon}-u_{m}^{\epsilon}\right\|_{L^{\infty}([0, T] ; \mathbb{x})}\right] \leq \\
& c\left(\mathbb{E}\left[\left\|P_{n} j-P_{m} j\right\|_{L^{1}([0, T] ; \mathbb{X})}\right]+\mathbb{E}\left[\left\|u_{n}^{\epsilon}(0)-u_{m}^{\epsilon}(0)\right\| \mathbb{X}_{M}\right]\right) . \tag{14.9}
\end{align*}
$$

If we assume that $j \in L^{2}\left(\Omega, \mathscr{F}, P, L^{1}([0, T] ; \mathbb{X})\right)$ and $u(0) \in L^{2}\left(\Omega, \mathscr{F}, P ; \mathbb{X}_{\text {M }}\right)$, then the right-hand side of the inequalities tends to 0 as $n, m \rightarrow \infty$. Therefore, we obtain that $u_{m}^{\epsilon},\left(u_{m}^{\epsilon}\right)^{\prime}$ are Cauchy sequences in $L^{2}\left(\Omega, \mathscr{F}, P ; \mathbb{X}_{M}\right)$ and $L^{2}(\Omega, \mathscr{F}, P ; \mathbb{X})$, respectively; therefore they converge strongly, to $u^{\epsilon}$ and $\left(u^{\epsilon}\right)^{\prime}$, respectively. We may now take the limit as $m \rightarrow \infty$ in (14.6) and reach the stated result.

Finally, working similarly as for the a.s. solution, we obtain that the limit is the solution of

$$
\mathbb{E}\left[\left\langle\mathrm{A}_{\text {or }} u^{\epsilon}+\mathrm{G}_{\mathrm{d}} u^{\epsilon}, v\right\rangle^{\prime}\right]=\mathbb{E}\left[\left\langle\mathrm{M} u^{\epsilon}, v\right\rangle\right]+\mathbb{E}[\langle j, v\rangle],
$$

for all $v \in L^{2}\left(\Omega, \mathscr{F}, P ; \mathbb{X}_{M}\right)$. This concludes the proof.

### 14.4 A FORMAL TWO-SCALE EXPANSION

To provide some insight concerning the structure of the homogenised system for equation (14.3) that will facilitate the mathematically rigorous treatment that follows, we provide some formal arguments using a two-scale expansion. As most of this formal expansion proceeds in parallel with the periodic case presented in Section 9.3, we shall be very brief, simply focusing on the differences arising in the random case. To save space, we will use six-vector notation.

In view of the comments in Remark 14.3.1, we may take the Laplace tranform of (14.3) with respect to time and use its properties to reduce this equation to a random partial differential equation in terms of the spatial variable only of the form

$$
\begin{equation*}
p\left(\mathrm{~A}_{\mathrm{or}} \widehat{u}^{\epsilon}+\widehat{\mathrm{G}_{\mathrm{d}}} \widehat{u}^{\epsilon}\right)=\mathrm{M} \widehat{u}^{\epsilon}+\widehat{j} \tag{14.10}
\end{equation*}
$$

where $\mathrm{A}_{\text {or }}=\mathrm{A}_{\text {or }}\left(\Phi^{-1}\left(\frac{x}{\epsilon}, \omega\right)\right)$ and $\widehat{\mathrm{G}_{\mathrm{d}}}=\widehat{\mathrm{G}_{\mathrm{d}}}\left(\Phi^{-1}\left(\frac{x}{\epsilon}, \omega ; p\right)\right)$. In order to simplify the exposition we will use the notation $\mathfrak{s}+\widehat{\mathfrak{s}}_{d}=: \widehat{\mathfrak{s}}$, where $\mathfrak{s}$ is a proxy for $\varepsilon, \xi, \zeta, \mu$. As in the periodic case, we assume that the fields may be expanded in power series, in terms of $\epsilon \ll 1$, as $\widehat{u}^{\epsilon}(x, \omega)=\sum_{j=0}^{\infty} \epsilon^{j} \widehat{u}^{(j)}(x, \omega)$ where $\widehat{u}^{(j)}(x, \omega)=\left(\widehat{E}^{(j)}(x, \omega), \widehat{H}^{(j)}(x, \omega)\right)^{t r}$ and we have dropped the explicit $p$ dependence for simplicity of notation. In view of the special choice
for the structure of the random coefficients (14.2), these functions assume the special form $\widehat{u}^{(j)}(x, \omega)=\widehat{u}^{(j)}\left(x, \Phi^{-1}(y, \omega)\right)$, where $y=\frac{x}{\epsilon}$ is considered an independent variable from $x$ (in the spirit of the two-scale expansion). Owing to the stationarity of the gradients of the random diffeomorphism $\Phi$, the functions $\operatorname{grad}_{y} \widehat{u}^{(j)}$ will be stationary in $y$.

Proceeding with the two-scale expansion in parallel with the periodic case (see Section 9.3), we observe that to order $O\left(\epsilon^{-1}\right)$, we have that $\widehat{u}^{(0)}(x, y)=$ $u^{\bowtie}(x)+\operatorname{grad}_{y} \Psi\left(x, \Phi^{-1}(y, \omega)\right)$, where $\Psi=\left(\Psi_{1}, \Psi_{2}\right)^{t r}$ for $\Psi_{i}, i=1,2$, scalar functions, and $\operatorname{grad}_{y} \Psi=\left(\operatorname{grad}_{y} \Psi_{1}, \operatorname{grad}_{y} \Psi_{2}\right)^{t r}$. The function $\Psi(x, z)$ is deterministic and periodic with respect to the second variable with periodicity $Y$. The introduction of randomness requires a generalisation of the concept of averaging. This comes from the fact that $\Psi(x, z)$ is deterministic and $Y$-periodic in the variable $z$, but it is calculated at $\Phi^{-1}(y, \omega)$, which is a random variable. Then

$$
\mathbb{E}\left[\int_{\Phi(Y, \omega)} \operatorname{grad}_{y} \Psi\left(x, \Phi^{-1}(y, \omega)\right) d y\right]=0
$$

and this shows that the averaging operation should be modified to

$$
\begin{equation*}
\langle\mathfrak{f}\rangle:=\frac{1}{\mathbb{E}[|\Phi(Y, \omega)|]} \mathbb{E}\left[\int_{\Phi(Y, \omega)} \mathfrak{f}\left(x, \Phi^{-1}(y, \omega)\right) d y\right], \tag{14.11}
\end{equation*}
$$

where $|\Phi(Y, \omega)|$ is the Lebesgue measure of the image of the cell $Y$ under the (random) mapping $\Phi(\cdot, \omega)$. It is clear that $|\Phi(Y, \omega)|$ is a real-valued random variable, so that the averaging operator requires normalisation over the average volume of the image of the periodicity cell $Y$. The effect of applying this averaging operator on $\widehat{u}^{(0)}$ is $\left\langle\widehat{u}^{(0)}\right\rangle=u^{\bowtie}(x)$.

We now proceed to the next order $O\left(\epsilon^{0}\right)$, substitute the expression obtained above for $\widehat{u}^{(0)}$ and take the divergence with respect to $y$ to obtain (in complete analogy with the periodic case) that $\Psi$ must satisfy the random elliptic system

$$
\operatorname{div}_{y}\left(\mathrm{~A}_{\mathrm{or}} \operatorname{grad}_{y} \Psi\right)=\operatorname{div}_{y}\left(\mathrm{~A}_{\mathrm{or}} u^{\bowtie}\right)
$$

where all the terms are to be understood exactly as in (9.12) (see p. 186) with the difference that now $\Psi$ is a random field. The analogue of periodicity is now to be understood in a random sense as above. By the same arguments as in Section 9.3, this elliptic system has a solution in the form $\Psi_{i}=R^{(i)} \cdot u_{1}^{\bowtie}+$ $V^{(i)} u_{2}^{\bowtie}, i=1,2$ where $R^{(i)}, V^{(i)}$ are three-vectors $\left(R^{(1)}=\Lambda^{(1)}, R^{(2)}=\Lambda^{(3)}\right.$, $V^{(1)}=\Lambda^{(2)}, V^{(2)}=\Lambda^{(4)}$ in the notation of (9.13) p. 186). Substitution of this ansatz into the elliptic system yields that the three-vectors $R^{(i)}=$ $\left(R_{1}^{(i)}, R_{2}^{(i)}, R_{3}^{(i)}\right), V^{(i)}=\left(R_{1}^{(i)}, R_{2}^{(i)}, R_{3}^{(i)}\right)$ should solve the elliptic systems

$$
\begin{align*}
& 0=\operatorname{div}_{y}\left(\mathrm{~A}_{\text {or }} \operatorname{grad}_{y} R_{k}\right)+\operatorname{div}_{y}\left(\mathrm{~A}_{\text {or }} e_{k}\right), \quad k=1,2,3 \\
& 0=\operatorname{div}_{y}\left(\mathrm{~A}_{\text {or }} \operatorname{grad}_{y} V_{k-3}\right)+\operatorname{div}_{y}\left(\mathrm{~A}_{\text {or }} e_{k}\right), \quad k=4,5,6 \tag{14.12}
\end{align*}
$$

where $R_{k}=\left(R_{k}^{(1)}, R_{k}^{(2)}\right)^{t r}$ and $V_{k}=\left(V_{k}^{(1)}, V_{k}^{(2)}\right)^{t r}, k=1,2,3$ and $e_{k}$ is the canonical basis of $\mathbb{R}^{6}$. These equations are of the exact form as (9.14) and
(9.15) (see Section 9.3 p. 186) but with random coefficients, and expressed now in more compact notation to save space.

We next apply the averaging operator on the equation obtained by the $O\left(\epsilon^{0}\right)$ expansion, and we see that the average fields $u^{\bowtie}$ satisfy an equation of the form

$$
p \widehat{\mathrm{~A}}_{\mathrm{or}}^{h} u^{\bowtie}=\mathrm{M} u^{\bowtie},
$$

with ${\widehat{A_{o r}}}^{h}$ given by averaging $\widehat{\mathrm{A}_{\text {or }}}$ over the solutions of the cell equations (14.12) in terms of the averaging operator (14.11). The expressions are the same as in (9.16) in Section 9.3 (p. 187) but of course with the new interpretation of the solutions of the cell equations and the operator $\langle\cdot\rangle$.

### 14.5 HOMOGENISATION OF THE MAXWELL SYSTEM

We now turn to the mathematically rigorous study of the Maxwell equations for random complex media exhibiting ergodic properties. The treatment of the problem proceeds similarly as for the periodic problem treated in Sections 9.4 and 9.5 , so that we will focus only on the main differences that arise in the random case.

### 14.5.1 An auxiliary random elliptic problem

As motivated by the formal two-scale expansion of Section 14.4 (see also Section 9.4.1 for the periodic case), the following random elliptic system is closely related to the Laplace transformed random Maxwell problem. Consider a $6 \times 6$ random matrix $A_{e \ell}$ expressed in block form as

$$
\mathrm{A}_{\mathrm{e} \ell}=\left(\begin{array}{ll}
a & b  \tag{14.13}\\
c & d
\end{array}\right)
$$

where $a, b, c, d$ are random matrices of the form assumed in Assumption 14.3.2, and in particular in (14.2).

Definition 14.5.1 For a random matrix $\mathrm{A}_{e \ell}(x, \omega)$ as in equation (14.13), consider the random elliptic operator $L^{\epsilon}: H_{0}^{1}(\mathcal{O}) \times H_{0}^{1}(\mathcal{O}) \rightarrow H^{-1}(\mathcal{O}) \times$ $H^{-1}(\mathcal{O})$, defined as

$$
L^{\epsilon}=\operatorname{div}_{x}\left(\mathrm{~A}_{e \ell}(x, \omega) \operatorname{grad}_{x} \cdot\right)
$$

REMARK 14.5.2 The operators defined above are random matrix elliptic operators acting on two-vectors $w=\left(w_{1}, w_{2}\right)^{t r}$, as follows:

$$
L^{\epsilon}\binom{w_{1}}{w_{2}}=\binom{-\operatorname{div}_{x}\left(a \operatorname{grad}_{x} w_{1}\right)-\operatorname{div}_{x}\left(b \operatorname{grad}_{x} w_{2}\right)}{-\operatorname{div}_{x}\left(c \operatorname{grad}_{x} w_{1}\right)-\operatorname{div}_{y}\left(d \operatorname{grad}_{y} w_{2}\right)}
$$

and $\mathfrak{s}=\mathfrak{s}\left(\Phi^{-1}\left(\frac{x}{\epsilon}, \omega\right)\right)$, where $\mathfrak{s}$ is a proxy for $a, b, c$ and $d$.

Remark 14.5.3 Note that by Assumption 14.3.2, it is $\mathfrak{s}\left(\Phi^{-1}\left(\frac{x}{\epsilon}, \omega\right)\right)$ that is random, i.e., the randomness is inserted into the model by taking the composition of $\mathfrak{s}$ with the random diffeomorphism $\Phi^{-1}(y, \omega)$. The matrix $\mathfrak{s}$ itself is not random; if calculated on a deterministic argument $y$, then $\mathfrak{s}(y)$ is a deterministic matrix-valued function of period $Y$.

Assumption 14.5.4 The matrix $\mathrm{A}_{e \ell} \in L^{\infty}\left(\mathcal{O}, \mathbb{R}^{6 \times 6}\right)$ satisfies the following conditions:
(i) There exists a positive constant $c_{1}$ such that $\left|\mathrm{A}_{\mathrm{e} \ell}(z) \mathrm{y} \cdot \mathrm{y}\right| \geq c_{1}|\mathrm{y}|$ for almost all $z \in \mathcal{O}$ and all (deterministic) $\mathrm{y} \in \mathbb{R}^{6}$.
(ii) There exists a positive constant $c_{2}$ such that $\left|\mathrm{A}_{\mathrm{e} \mathrm{\ell}}^{-1}(z) \mathrm{y} \cdot \mathrm{y}\right| \geq c_{2}|\mathrm{y}|$ for almost all $z \in \mathcal{O}$ and all $\mathrm{y} \in \mathbb{R}^{6}$.

Remark 14.5.5 When choosing $z=\Phi^{-1}\left(\frac{x}{\epsilon}, \omega\right)$, the above assumption holds $P$-a.s. for the family of random matrices $\left\{\mathrm{A}_{\mathrm{e} \ell}^{\epsilon}\right\}$.

We now define the random averaging operator.
Definition 14.5.6 (Random averaging operator) Let $\mathfrak{s}$ be a random field of the form $\mathfrak{s}(x, y, \omega)=\mathfrak{s}\left(x, \Phi^{-1}(y, \omega)\right)$. The random averaging operator is defined as

$$
\langle\mathfrak{s}\rangle=\left(\mathbb{E}\left[\int_{Y} \operatorname{det}(\operatorname{grad} \Phi(y, \omega)) d y\right]\right)^{-1} \mathbb{E}\left[\int_{\Phi(Y)} \mathfrak{s}\left(x, \Phi^{-1}(y, \omega)\right) d y\right] .
$$

REmARK 14.5.7 This is clearly the random generalisation of the periodic averaging operator used in Chapter 9. In fact if the medium is deterministic and periodic then $\langle\mathfrak{s}\rangle=\frac{1}{|Y|} \int_{Y} \mathfrak{s}(x, y) d y$. Furthermore, in the random case, this operator is essentially an averaging operator since by the ergodic theorem $\langle\mathfrak{s}\rangle=\lim _{L \rightarrow \infty} \int_{-L}^{L} \mathfrak{s}(x, y) d y$. This justifies the term self-averaging environment often used in homogenisation theory.

REMARK 14.5.8 By standard calculus arguments it follows that,

$$
\mathbb{E}\left[\int_{Y} \operatorname{det}(\operatorname{grad} \Phi(y, \omega)) d y\right]=\mathbb{E}[|\Phi(Y, \omega)|]
$$

so that the random averaging operator coincides with the averaging operator employed in the formal approach in Section 14.4. Furthermore, using the ergodic theorem in this context, it can be shown (see Remark 1.9 in [67]) that

$$
\mathbb{E}\left[\int_{Y} \operatorname{det}(\operatorname{grad} \Phi(y, \omega)) d y\right]=\operatorname{det}\left(\mathbb{E}\left[\int_{Y}(\operatorname{grad} \Phi(y, \omega)) d y\right]\right)
$$

Consider now the following random cell elliptic problems and their solutions:

Definition 14.5.9 (Random cell systems) For $j=1,2,3, \ell=1,2$, the random cell systems are the random elliptic systems

$$
\begin{equation*}
L_{c}\binom{r_{1}^{(j)}}{r_{2}^{(j)}}=\binom{\operatorname{div}_{y} a_{\sharp, j}}{\operatorname{div}_{y} c_{\sharp, j}}, \quad L_{c}\binom{v_{1}^{(j)}}{v_{2}^{(j)}}=\binom{\operatorname{div}_{y} b_{\sharp, j}}{\operatorname{div}_{y} d_{\sharp, j}}, \tag{14.14}
\end{equation*}
$$

where $L_{c}$ is the random matrix operator $L_{c}=-\operatorname{div}_{y} \mathrm{~A}_{e \ell}\left(\Phi^{-1}(y, \omega) \operatorname{grad}_{y} \cdot\right)$ and $\mathfrak{s}(y)=\mathfrak{s}\left(\Phi^{-1}(y, \omega)\right)$, where $\mathfrak{s}$ is a proxy for the matrices $a, b, c, d$. These equations are supplemented with the conditions
$\operatorname{grad}_{y^{\mathfrak{s}}}=\operatorname{grad}_{y} \check{\mathfrak{s}}\left(\Phi^{-1}(y, \omega)\right), \operatorname{grad}_{y^{\mathfrak{s}}}$ is stationary, $\left\langle\operatorname{grad}_{y^{\mathfrak{s}}}\right\rangle=0$,
where $\mathfrak{s}$ is a proxy for the random fields $r^{(j)}, v^{(j)}, j=1,2,3$.
Remark 14.5.10 The conditions (14.15) constitute a generalisation of the periodic boundary conditions used in Chapter 9.

This system of equations (14.14) is called the cell system and, complemented with the boundary conditions (14.15), has a unique solution (modulo random constants). Note that in (14.14), $y \in \mathbb{R}^{3}$ rather than in $Y$; it is $\Phi^{-1}(y, \omega)$ that belongs in $Y$. The solvability follows by a proper application of the Lax-Milgram lemma, generalising the approach of [66] (see also [67]) for elliptic systems ${ }^{6}$. The solution is in $L^{2}\left(\Omega, \mathscr{F}, P ; H_{l o c}^{1}\left(\mathbb{R}^{3}\right) \times H_{l o c}^{1}\left(\mathbb{R}^{3}\right)\right)$.

Consider now the $3 \times 3$ matrices $a^{h}, b^{h}, c^{h}, d^{h}$, defined as

$$
\begin{align*}
& \left(a^{h}\right)_{i j}=\left\langle a_{i j}+\sum_{k=1}^{3} a_{i k} \partial_{y_{k}} r_{1}^{(j)}+\sum_{k=1}^{3} b_{i k} \partial_{y_{k}} r_{2}^{(j)}\right\rangle \\
& \left(b^{h}\right)_{i j}=\left\langle b_{i j}+\sum_{k=1}^{3} a_{i k} \partial_{y_{k}} v_{1}^{(j)}+\sum_{k=1}^{3} b_{i k} \partial_{y_{k}} v_{2}^{(j)}\right\rangle \\
& \left(c^{h}\right)_{i j}=\left\langle c_{i j}+\sum_{k=1}^{3} c_{i k} \partial_{y_{k}} r_{1}^{(j)}+\sum_{k=1}^{3} d_{i k} \partial_{y_{k}} r_{2}^{(j)}\right\rangle,  \tag{14.16}\\
& \left(d^{h}\right)_{i j}=\left\langle d_{i j}+\sum_{k=1}^{3} c_{i k} \partial_{y_{k}} v_{1}^{(j)}+\sum_{k=1}^{3} d_{i k} \partial_{y_{k}} v_{2}^{(j)}\right\rangle,
\end{align*}
$$

where $r_{\ell}^{(j)}, v_{\ell}^{(j)}, j=1,2,3, \ell=1,2$, are the solutions of the cell systems (14.14) and the averaging operation is to be understood in the sense of Definition 14.5.6.

Definition 14.5.11 (Homogenised diffusion matrix) The constant coefficient matrix

$$
\mathrm{A}_{e \ell}^{h}=\left(\begin{array}{ll}
a^{h} & b^{h}  \tag{14.17}\\
c^{h} & d^{h}
\end{array}\right)
$$

where $a^{h}, b^{h}, c^{h}, d^{h}$ are defined as in (14.16), is called the homogenised diffusion matrix.

[^97]The following random homogenisation theorem holds for the elliptic problem.

Theorem 14.5.12 Consider the solution $u^{\epsilon}$ of the random elliptic problem $L^{\epsilon} u^{\epsilon}=f$. As $\epsilon \rightarrow 0$, we have that $u^{\epsilon} \rightharpoonup u^{h}$, in $H_{0}^{1}(\mathcal{O}) \times H_{0}^{1}(\mathcal{O})$, $P$-a.s., where $u^{h}$ is the solution of the elliptic problem $L^{h} u^{h}=f$, where the homogenised matrix $\mathrm{A}_{e \ell}^{h}$ is given as in (14.17). Furthermore, $\mathrm{A}_{e \ell}^{\epsilon} u^{\epsilon} \rightharpoonup \mathrm{A}_{e \ell}^{h} u^{h}$, in $L^{2}(\mathcal{O})$.

Proof. The proof follows closely the treatment of [67], [66] for the case of scalar elliptic equations and is sketched only briefly here. The key result is a convergence result for stationary essentially bounded (in $\mathbb{R}^{3}$ ) and integrable (with respect to the probability measure) functions $\mathfrak{s}$, according to which
$\mathfrak{s}\left(\Phi^{-1}\left(\frac{x}{\epsilon}, \omega\right), \omega\right) \stackrel{*}{\rightharpoonup}\left(\mathbb{E}\left[\int_{Y} \operatorname{det}(\operatorname{grad} \Phi(y, \omega)) d y\right]\right)^{-1} \mathbb{E}\left[\int_{\Phi(Y)} \mathfrak{s}\left(\Phi^{-1}(y, \omega)\right) d y\right]$,
in $L^{\infty}\left(\mathbb{R}^{3}\right)$. $P$-a.s. in the limit as $\epsilon \rightarrow 0$, where the right-hand side is nothing else but $\langle\mathfrak{s}\rangle$ (see Definition 14.5.6). This result follows from the ergodic theorem (see [67]). We work with the weak form of the random elliptic system and follow closely the same steps as for the periodic case (see Theorem 9.4.8), along with the random version of the div-curl lemma to obtain the desired result.

### 14.5.2 Homogenisation of the random Maxwell system

We now turn to the homogenisation of the random Maxwell system. We work with the Laplace transform of the system and make the following assumptions and definitions:

Assumption 14.5.13 The block matrix

$$
\mathrm{A}_{o r, \omega}(y, p):=\mathrm{A}_{o r, \omega}(y)+\widehat{\mathrm{G}_{\omega}}(y, p)=\left(\begin{array}{cc}
\varepsilon+\widehat{\varepsilon}_{d} & \xi+\widehat{\xi}_{d} \\
\xi^{t r}+\widehat{\xi}_{d}^{t r} & \mu+\widehat{\mu}_{d}
\end{array}\right)=:\left(\begin{array}{cc}
\varepsilon_{\mathfrak{L}} & \xi_{\mathfrak{L}} \\
\zeta_{\mathfrak{L}} & \mu_{\mathfrak{L}}
\end{array}\right)
$$

satisfies the conditions of Assumption 14.5.4.
The following random elliptic operators will be needed.
Definition 14.5.14 The auxiliary "microstructure" random elliptic operator associated with the Maxwell system is

$$
\begin{equation*}
L_{M}^{\epsilon}=-\operatorname{div}_{x}\left(\mathrm{~A}_{o r}^{\epsilon, t r} \operatorname{grad}_{x} \cdot\right) \tag{14.18}
\end{equation*}
$$

and the auxiliary "cell" random elliptic operator associated with the Maxwell system is

$$
\begin{equation*}
L_{c, M}=-\operatorname{div}_{y}\left(\left(\mathrm{~A}_{o r}^{p e r}\right)^{t r} \operatorname{grad}_{y} \cdot\right) \tag{14.19}
\end{equation*}
$$

Definition 14.5.15 Let $\mathrm{A}_{o r, \omega}^{h}$ be the homogenised matrix for the random elliptic system of Definition 14.5.14, obtained as in Section 14.5.1. The Laplace transform of the homogenised constitutive relation is given by

$$
\widehat{\mathrm{d}}^{h}=\mathrm{A}_{o r, \omega}^{h} \widehat{u} .
$$

REmARK 14.5.16 Because of the symmetry condition on $\mathrm{A}_{\text {or }}$ it follows that $\mathrm{A}_{\mathrm{or}}^{t r}=\mathrm{A}_{\mathrm{or}}$.

We now perform random elliptic homogenisation for the auxiliary elliptic systems in 14.5.14 as in Section 14.5.1 and obtain the constant coefficient matrix $\mathrm{A}_{\mathrm{or}}^{h}$ using the expressions in equations (14.17) and (14.16) with $\mathrm{A}_{e \ell}=$ $A_{\text {or }}$. Note that by the ergodicity of the medium, the homogenised coefficients are deterministic.

TheOrem 14.5.17 The solution $u^{\epsilon}=\left(E^{\epsilon}, H^{\epsilon}\right)^{t r}$ of the random Maxwell system (14.3) satisfies

$$
u^{\epsilon} \stackrel{*}{\rightharpoonup} u^{*}, \quad \text { in } L^{2}\left(\Omega, \mathscr{F}, P ; L^{\infty}([0, T], \mathbb{X})\right)
$$

where $u^{*}=\left(E^{*}, H^{*}\right)^{t r}$ is the unique solution of the Maxwell system

$$
\begin{equation*}
\left(\mathrm{A}_{o r}^{h} u+\mathrm{G}_{d}^{h} \star u\right)^{\prime}=\mathrm{M} u+j \tag{14.20}
\end{equation*}
$$

with homogeneous initial conditions and perfect conductor boundary conditions, where the homogenised coefficients $\mathrm{A}_{\text {or }}^{h}$ and $\mathrm{G}_{d}^{h}$ are given as in Definition 14.5.15.

Proof. The proof proceeds in parallel with the one for the periodic case, so we stress only the differences needed for the random case. The existence of the limit $u^{*}$ follows from the results of Theorem 14.3.4 and weak compactness arguments. These guarantee the existence of a subsequence $\left\{u^{\epsilon_{k}}\right\}$ converging to $u^{*}$ weak star in $L^{2}\left(\Omega, \mathscr{F}, P ; L^{\infty}([0, T], \mathbb{X})\right)$ and, by standard properties of Lebesgue spaces, of a further subsequence $\left\{u^{\epsilon_{k}}\right\}$ converging to $u^{*} P$-a.s. Similar arguments, along with the properties of $\mathrm{A}_{\text {or }}$, hold for the sequence $\left\{\mathbf{d}^{\epsilon}\right\}$. We will work with these subsequences, which will be denoted by $\left\{u^{\epsilon}\right\}$, $\left\{\mathbf{d}^{\epsilon}\right\}$ for simplicity, to identify the relation between the limits $\mathrm{d}^{*}$ and $u^{*}$ that will lead us to the homogenised constitutive relation.

For these subsequences, we repeat the proof of Theorem 9.4 .14 but replace the auxiliary periodic elliptic systems with their random counterparts. Using the results of the random elliptic homogenisation theory stated in Section 14.5.1 we obtain exactly the same results as in Theorem 9.4.14, with the difference that the relevant quantities are now random fields and the convergence holds $P$-a.s. Minor modification of the arguments provides the form of the homogenised system.

### 14.6 MISCELLANEA

The form of random coefficients used in this chapter is only a special form, one that models random deviations from a periodic material. This form facilitates the calculation of the homogenised coefficients, especially in the case where the deviation from periodicity is small. This can be modelled in the present framework by assuming that $\Phi=I+\theta \Phi_{1}$, where $I$ is the identity transformation, $\theta \ll 1$ is a small parameter and all the randomness
is included in the random diffeomorphism $\Phi_{1}$. Such an assumption allows a perturbative study of the homogenisation formulae and can lead to convenient numerical methods for their calculation; it has been introduced and provided very interesting results for random elliptic equations in [66], [67].

Furthermore, techniques like the two-scale convergence or the periodic unfolding method may be extended for the study of random homogenisation (see, e.g., [419]). The techniques for random homogenisation introduced here may be also be extended to nonlinear media. Finally, the theory of correctors can be generalised for random homogenisation, see, e.g., [217].
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## Appendix A

## Some Facts from Functional Analysis

For a thorough introduction to functional analysis the reader may consult, e.g., [47], [60], [79], [276], [361], [364], [451].

## A. 1 DUALITY

Let $X$ be a normed space. Its dual, denoted by $X^{\prime}$, is the space $\mathcal{L}(X, \mathbb{C})$ of bounded linear functionals $f: X \rightarrow \mathbb{C}$. The value $f(v)$ of the functional $f \in X^{\prime}$ at the point $v \in X$ is denoted by $\langle f, v\rangle$. By the definition of the norm in $\mathcal{L}(\mathcal{X}, \mathbb{C})$ we have

$$
|\langle f, v\rangle| \leq\|f\|_{X^{\prime}}\|v\|_{X} \text { and }\|f\|_{X^{\prime}}=\sup _{0 \neq v \in X} \frac{|\langle f, v\rangle|}{\|v\|_{X}} .
$$

Let us note that even if $X$ is not complete, $X^{\prime}$ is a Banach space. This section closely follows [309], where a detailed exposition appears. See also [79].

An important result for the study of duality is the celebrated Hahn-Banach theorem; we consider the following version.

Theorem A.1.1 If $W$ is a subspace of a normed space $X$, then every functional in $W^{\prime}$ can be extended to a functional in $X^{\prime}$ having the same norm.

A simple corollary is that if $0 \neq v \in X$, there exists a $f \in X^{\prime}$ such that $\langle f, v\rangle=\|v\|_{X}$ and $\|f\|_{X^{\prime}}=1$.

Let $X^{\prime \prime}=\left(X^{\prime}\right)^{\prime}$ be the second (or double) dual of $X$. Let $\mathbb{I}: X \rightarrow X^{\prime \prime}$ be defined by $\langle\mathbb{I} v, f\rangle=\langle f, v\rangle, v \in X, f \in X^{\prime}$. It easily follows that $\mathbb{I}$ is an isometric isomorphism from $X$ onto a subspace $\mathbb{I}(X)$ of $X^{\prime \prime}$. So the identification of $X$ with $\mathbb{I}(X)$ is permitted; we write $X \subseteq X^{\prime \prime}$. $X$ is closed in the complete space $X^{\prime \prime}$ if and only if $X$ is complete. If $X=X^{\prime \prime}$ the space $X$ is called reflexive. Clearly, every reflexive space is complete.

Let $X_{1}, X_{2}$ be normed vector spaces and $A: X_{1} \rightarrow X_{2}$ be a linear map. Its transpose $A^{t r}: X_{2}^{\prime} \rightarrow X_{1}^{\prime}$ is the linear map defined by $\left\langle A^{t r} v, w\right\rangle=$ $\langle v, A w\rangle, \forall v \in X_{2}^{\prime}, w \in X_{1}$. It is well known that $A^{t r}$ is bounded if and only if $A$ is bounded; further, $\left\|A^{t r}\right\|_{\mathcal{L}\left(X_{2}^{\prime}, X_{1}^{\prime}\right)}=\|A\|_{\mathcal{L}\left(X_{1}, X_{2}\right)}$. In the case that $A: H \supset D(A) \rightarrow H$ is a densely defined linear operator, where $H$ is a Hilbert space, the term adjoint and the notation $A^{*}$ is used instead of transpose.

In many applications, it is convenient to employ a space $Y$ that is isomorphic to $X^{\prime}$ as follows: suppose there exists a bounded bilinear form
$\langle\langle\cdot, \cdot\rangle\rangle: Y \times X \rightarrow \mathbb{C}$. We then can define a bounded linear operator $\mathbb{I}: Y \rightarrow X^{\prime}$ by $\langle\mathbb{I} f, v\rangle=\langle\langle f, v\rangle\rangle$. If $\mathbb{I}$ is an isomorphism of Banach spaces (by assuming that it has a bounded inverse), then $Y$ is called a realisation of $X^{\prime}$. The pair $\langle\langle\cdot, \cdot\rangle\rangle$ is called the duality pairing for $Y \times X$ and is denoted by $\langle\langle\cdot, \cdot\rangle\rangle_{Y, X}$. In this case $\|\mathbb{I} f\|_{X^{\prime}}$ is equivalent ${ }^{1}$ to $\|f\|_{Y}$, which is equivalent to $\sup _{0 \neq v \in X} \frac{|\langle\langle f, v\rangle\rangle|}{| | v \|_{X}} . Y$ is usually identified with $X^{\prime}$, and the distinction between $f$ and $\mathbb{I} f$, as well that between $\langle\cdot, \cdot\rangle$ and $\langle\langle\cdot, \cdot\rangle\rangle$, and between $\langle\cdot, \cdot\rangle_{Y, X}$ and $\langle\langle\cdot, \cdot\rangle\rangle_{Y, X}$, is suppressed.

Now let $H$ be a Hilbert space with inner product $(\cdot, \cdot)_{H}$. Given $v \in H$, the inner product defines a bounded linear functional $\mathbb{I}_{1} v \in H^{\prime}$ by $\left\langle\mathbb{I}_{1} v, w\right\rangle=$ $(v, w)_{H}$. We have the celebrated Riesz representation theorem.

Theorem A.1.2 Let $H$ be a Hilbert space. For each $f \in H^{\prime}$ there exists a unique $v \in H$ such that $\langle f, w\rangle=(v, w)_{H}, \forall w \in H$. Additionally, $\|f\|_{H^{\prime}}=$ $\|v\|_{H}$.

Let us note that $H^{\prime}$ is a Hilbert space, a fact established in view of the above representation by defining $(f, g)_{H^{\prime}}=\left(\mathbb{I}_{1}^{-1} g, \mathbb{I}_{1}^{-1} f\right)_{H}$ and then obtaining a conjugate-linear isometry $\mathbb{I}_{2}: H^{\prime} \rightarrow H^{\prime \prime}$ given by $\left\langle\mathbb{I}_{2} f, g\right\rangle=(f, g)_{H^{\prime}}$. It can then be seen that $\mathbb{I}_{2} \circ \mathbb{I}_{1}: H \rightarrow H^{\prime \prime}$ coincides with the natural embedding of $H$ into $H^{\prime \prime}$, so that every Hilbert space is reflexive. A linear isometry $\mathbb{I}: H \rightarrow H^{\prime}$ can be defined by $\langle\mathbb{I} v, w\rangle=(v, w)_{H}$. In view of $\mathbb{I}$, the spaces $H$ and $H^{\prime}$ can be identified.

Consider two Hilbert spaces, $V$ and $H$, where $V$ is a dense subspace of $H$, with $\|v\|_{H} \leq\|v\|_{V}$ for all $v \in V$. Assume that $H$ is equipped with a conjugation, which induces - by restriction - a conjugation on $V$. In particular, $\|\bar{v}\|_{V}$ is equivalent to $\|v\|_{V}$ and $\|\bar{v}\|_{H}$ is equivalent to $\|v\|_{H}$. We identify $H$ with $H^{\prime}$, but not $V$ with $V^{\prime}$. Hence, the inclusion map $\mathfrak{i}: V \rightarrow H$ is bounded and one-to-one, with dense range. Therefore, the transposed map $\mathfrak{i}^{t r}: H=H^{\prime} \rightarrow V^{\prime}$ enjoys the same properties. Identifying $H$ with a dense subspace of $V^{\prime}$ via the transposed map, we say that $H$ acts as a pivot space for $V^{\prime}$ and use the notation $V \subseteq H \subseteq V^{\prime}$. This inclusion relation is called the Gelfand triple of $V, H, V^{\prime}$.

Typical examples are ${ }^{2}$

1. $V=H_{0}^{1}(\mathcal{O}) \subseteq H=L^{2}(\mathcal{O}) \subseteq V^{\prime}=H^{-1}(\mathcal{O})$
2. $V=H^{s}\left(\mathbb{R}^{n}\right) \subseteq H=L^{2}\left(\mathbb{R}^{n}\right) \subseteq V^{\prime}=H^{-s}\left(\mathbb{R}^{n}\right), s \geq 0$.

Let us note that although the above setting is by far the most common, in certain cases it does not make sense to identify a space with its topological

[^98]dual: let $H=L^{2}(\mathbb{R})$ and consider the weighted (dense) subspace $V=$ $L^{2}(\mathbb{R} ;(1+|x|))$ of $H$. The space $V$ is endowed with the (standard) inner product $(v, w)_{V}=\int_{\mathbb{R}}(1+|x|) v(x) w(x) d x$. Any element $\phi \in H^{\prime}$ is also an element of $V^{\prime}$. If we identify $\phi$ with an element $f \in H$, this function does not define a linear form on $V$ and the expression $\phi(v)=\langle f, v\rangle_{V}$ is meaningless on $V$. In such a situation it is necessary to work in a nonpivot Hilbert space. For example, weighted variational inequalities in nonpivot Hilbert spaces constitute an interesting topic that also finds a variety of applications (see [50]).

## A. 2 STRONG, WEAK AND WEAK-* CONVERGENCE

The notions of weak and weak-* convergence are extremely important and useful in analysis. We introduce them briefly, paying attention to particular examples in Lebesgue spaces that are of interest in this work.

Definition A.2.1 Consider a Banach space $X$, its dual $X^{\prime},\langle\cdot, \cdot\rangle$ the duality pairing between these spaces and a sequence $\left\{x_{n}\right\}$ in $X$.
(i) The sequence $\left\{x_{n}\right\}$ converges strongly to $x \in X$ if and only if $\left\|x_{n}-x\right\| \rightarrow 0$.
(ii) The sequence $\left\{x_{n}\right\}$ converges weakly to $x \in X$ if and only if for every $x^{\prime} \in X$ we have that $\left\langle x_{n}, x^{\prime}\right\rangle \rightarrow\left\langle x, x^{\prime}\right\rangle$. We denote this by $x_{n} \rightharpoonup x$.
(iii) Suppose that there exists a Banach space $Y$ such that $X=Y^{\prime}$. Then we say that the sequence $\left\{x_{n}\right\}$ converges weak-* to $x \in X$ if and only if $\left\langle x_{n}, y\right\rangle_{Y^{\prime}, Y} \rightarrow\langle x, y\rangle_{Y^{\prime}, Y}$ for all $y \in Y$. We denote this by $x_{n} \xrightarrow{*} x$.

One could say that the strong convergence corresponds to convergence in the norm topology. On the other hand, the weak convergence corresponds to convergence in the topology of the dual space, whereas the weak-* convergence corresponds to convergence in the topology of the double dual space.

The following scheme may easily be shown:

$$
\begin{array}{cl}
\text { STRONG } \\
\text { CONVERGENCE }
\end{array} \rightarrow \begin{gathered}
\text { WEAK } \\
\text { CONVERGENCE }
\end{gathered} \rightarrow \begin{gathered}
\text { WEAK-* } \\
\text { CONVERGENCE }
\end{gathered}
$$

but of course it does not work the other way around! It may also be seen directly from the definition that if $X$ is a reflexive space, i.e., if $\left(X^{\prime}\right)^{\prime}=$ $X$, then weak-* convergence coincides with weak convergence. Therefore, weak-* convergence is important when we deal with nonreflexive spaces. Note that all Hilbert spaces are reflexive, since by the Riesz identity $H^{\prime} \simeq H$. However, this is not true for Lebesgue spaces in general. If $\mathcal{O} \subset \mathbb{R}^{N}$, then $L^{p}(\mathcal{O}), 1<p<\infty$ is a reflexive and separable space whose dual is $L^{p^{\prime}}(\mathcal{O})$, $\left(\frac{1}{p}+\frac{1}{p^{\prime}}=1\right) ; L^{1}(\mathcal{O})$ is separable but nonreflexive, and its dual is $L^{\infty}(\mathcal{O})$; while $L^{\infty}(\mathcal{O})$ is neither reflexive nor separable, and its dual is the space of

Radon measures (i.e., signed measures on $\mathcal{O}$ of bounded total variation), which is strictly bigger than $L^{1}(\mathcal{O})$.

The above definitions assume the following specific forms in the context of Lebesgue spaces:

Definition A.2.2 (Weak and weak-* convergence in $L^{p}$ Spaces)
(i) $u_{n} \rightharpoonup u$ in $L^{p}(\mathcal{O}), 1<p<\infty$, if

$$
\int_{\mathcal{O}} u_{n} \phi d x \rightarrow \int_{\mathcal{O}} u \phi d x, \quad \forall \phi \in L^{p^{\prime}}(\mathcal{O}), \frac{1}{p}+\frac{1}{p^{\prime}}=1
$$

(ii) $u_{n} \rightharpoonup u$ in $L^{1}(\mathcal{O})$, if

$$
\int_{\mathcal{O}} u_{n} \phi d x \rightarrow \int_{\mathcal{O}} u \phi d x, \quad \forall \phi \in L^{\infty}(\mathcal{O})
$$

(iii) $u_{n} \stackrel{*}{\rightharpoonup} u$ in $L^{\infty}(\mathcal{O})$, if

$$
\int_{\mathcal{O}} u_{n} \phi d x \rightarrow \int_{\mathcal{O}} u \phi d x, \quad \forall \phi \in L^{1}(\mathcal{O})
$$

The following proposition is often useful (see, e.g., [97]).
Proposition A.2.3 Suppose that EITHER $u_{n} \rightharpoonup u$ in $L^{p}(\mathcal{O})$ OR $u_{n} \stackrel{*}{\rightharpoonup} u$ in $L^{\infty}(\mathcal{O})$. Then the sequence $\left\{u_{n}\right\}$ is uniformly bounded (in $n$ ) in $L^{p}(\mathcal{O})$ or $L^{\infty}(\mathcal{O})$, respectively, and

$$
\int_{\mathcal{O}_{0}} u_{n} \phi d x \rightarrow \int_{\mathcal{O}_{0}} u \phi d x, \text { for every open } \mathcal{O}_{0} \subset \mathcal{O}
$$

The following result (Eberlein-Šmulian theorem) provides weak compactness results.

Theorem A.2.4 Let $X$ be a reflexive space. Then any bounded sequence $\left\{x_{n}\right\}$ in $X$ has at least a weakly convergent subsequence $\left\{x_{n_{k}}\right\}$. Furthermore, if each weakly convergent subsequence converges to the same limit $x$, then the whole sequence weakly converges to $x$.

The following theorem provides weak-* compactness results.
Theorem A.2.5 Let $Y$ be a separable space, such that $X=Y^{\prime}$. Then any bounded sequence $\left\{x_{n}\right\}$ in $X$ has at least a weakly-* convergent subsequence $\left\{x_{n_{k}}\right\}$. Furthermore, if each weakly-* convergent subsequence converges to the same limit $x$, then the whole sequence weakly-* converges to $x$.

This theorem works in particular for the case, where $X=L^{\infty}(\mathcal{O})$ (in which case $Y=L^{1}(\mathcal{O})$ ). Furthermore, if $u_{n} \stackrel{*}{\rightharpoonup} u$ in $L^{\infty}(\mathcal{O})$, then $u_{n} \rightharpoonup u$ in $L^{p}(\mathcal{O}), 1 \leq p<\infty$. This can be easily seen since, if $\left\{u_{n}\right\}$ weakly-* converges in $L^{\infty}(\mathcal{O})$, it is bounded in this space, but then the standard embeddings for Lebesgue spaces imply that $\left\{u_{n}\right\}$ is bounded in every $L^{p}, 1 \leq p<\infty$. In turn, the weak compactness result in Theorem A.2.4 guarantees the existence of a weakly convergent subsequence in $L^{p}(\mathcal{O})$.

Remark A.2.6 The product of weakly convergent sequences need not necessarily converge weakly. This problem of weak convergence, which often arises in a number of applications, e.g., in homogenisation theory, is rectified with the use of compensated compactness (see Section C. 2 in Appendix C), which assumes further properties of the sequences (e.g., properties of their derivatives) to guarantee convergence of the product.

## A. 3 CALCULUS IN BANACH SPACES

## A.3.1 Derivatives of vector-valued functions

Let $F: X \rightarrow Y$ be a map between two Banach spaces $X, Y$.
Definition A.3.1 A linear map $T: X \rightarrow Y$ is the Fréchet derivative of $F$ at $x_{0} \in X$ if

$$
\lim _{\|u\|_{X} \rightarrow 0} \frac{1}{\|u\|_{X}}\left\|F\left(x_{0}+u\right)-F\left(x_{0}\right)-T u\right\|_{Y}=0
$$

We denote $T$ by $F^{\prime}\left(x_{0}\right)$.
The standard theorems of differential calculus can now be transferred in the Banach space setting using the Fréchet derivative. For instance, the chain rule has a Banach space version, as follows.

Theorem A.3.2 Let $X, Y, Z$ be Banach spaces and $F: X \rightarrow Y, G: Y \rightarrow Z$ be continuous mappings such that the composition $G \circ F$ is defined. If $F$ and $G$ are Fréchet differentiable, then $G \circ F$ is also Fréchet differentiable, and

$$
(G \circ F)^{\prime}(x)=G^{\prime}(F(x)) \circ F^{\prime}(x)
$$

Furthermore:
Theorem A.3.3 Let $F: X \rightarrow Y$ be an invertible mapping, and denote the inverse by $G=F^{-1}$. If $F$ is Fréchet differentiable at a point $x_{0}$ and $F^{\prime}\left(x_{0}\right): X \rightarrow Y$ is a linear homeomorphism, then the inverse mapping $G$ is also Fréchet differentiable at $y_{0}=F\left(x_{0}\right)$, and

$$
G^{\prime}\left(y_{0}\right)=\left(F^{-1}\right)^{\prime}\left(y_{0}\right)=\left(F^{\prime}\left(x_{0}\right)\right)^{-1}
$$

With the use of the Fréchet derivative we may generalise Newton's method for the solution of nonlinear equations of the form $F(x)=0$ in a Banach space setting. The Newton scheme for this case would be the iterative scheme

$$
\begin{equation*}
x_{n+1}=x_{n}-\left(F^{\prime}\left(x_{n}\right)\right)^{-1} F\left(x_{n}\right) \tag{A.1}
\end{equation*}
$$

where now $\left(F^{\prime}\left(x_{n}\right)\right)^{-1}$ is the inverse of the Fréchet derivative of $F$, calculated at $x_{n}$. The following theorem provides conditions under which this Newton scheme converges to the solution of the problem (in the sense that $x_{n} \rightarrow x^{*}$, in the strong topology of $X$, where $x^{*}$ satisfies $\left.F\left(x^{*}\right)=0\right)$. Let $B\left(x_{0}, r\right)$ denote the open ball of centre $x_{0}$ and radius $r$.

Theorem A.3.4 Let $F: B\left(x_{0}, r\right) \rightarrow Y$ be continuously differentiable and such that
(i) $F^{\prime}\left(x_{0}\right)^{-1} \in \mathcal{L}(Y, X),\left\|F^{\prime}\left(x_{0}\right)^{-1} F\left(x_{0}\right)\right\|_{X}=\alpha,\left\|F^{\prime}\left(x_{0}\right)^{-1}\right\|_{X}=\beta$,
(ii) $\left\|F^{\prime}(u)-F^{\prime}(v)\right\|_{Y} \leq k\|u-v\|_{X}, u, v \in B\left(x_{0}, r\right)$,
(iii) $2 k \alpha \beta<1,2 \alpha<r$
hold. Then $F$ has a unique zero $x^{*} \in \overline{B\left(x_{0}, 2 \alpha\right)}$ and the Newton iterates (A.1) converge to $x^{*}$.

For the Fréchet derivative and its properties, see, e.g., [3], [60], and the appendix in [98].

## A.3.2 The Bochner integral

The Bochner integral extends the theory of Lebesgue integration for functions that take values in a Banach space. Let $(X, \mathscr{F}, \mu)$ be a measure space and consider a function $F: X \rightarrow Y$, where $X, Y$ are Banach spaces. A particular case of interest is when $(X, \mathscr{F}, \mu)=\left(\mathbb{R}, \mathscr{B}(\mathbb{R}), \mu_{\mathrm{L}}\right)$, where $\mathscr{B}$ is the Borel $\sigma$-algebra on $\mathbb{R}$ and $\mu_{\mathrm{L}}$ is the Lebesgue measure. In the general case, however, where $X$ is a Banach space, we need to be careful about the definition of the measure space since in general, one may define various measurability concepts. We will always consider the case where $X$ is separable, where according to the Pettis theorem all these notions coincide.

Definition A.3.5 Consider the measurable spaces $(X, \mathscr{F})$ and $(Y, \mathscr{G})$. $A$ function $f: X \rightarrow Y$ is called $\mathscr{F}$-simple if it can be expressed as

$$
f(x)=\sum_{k=1}^{n} f_{k} \chi_{A_{k}}(x), x \in X, f_{k} \in Y, A_{k} \in \mathscr{F} .
$$

The Bochner integral for an $\mathscr{F}$-simple function is defined as

$$
\int_{X} f d \mu=\sum_{k=1}^{n} f_{k} \mu\left(A_{k}\right)
$$

The Bochner integral takes values in $Y$.
It can be proved that any measurable function can be approximated by a sequence of simple functions. This motivates the following definition for the Bochner integral of any measurable function.

Definition A.3.6 Let $f: X \rightarrow Y$ be a measurable function and $f_{n}$ be a sequence of $\mathscr{F}$-simple functions converging $\mu$-a.e. to $f$ in the strong (norm) topology of $Y$. If the sequence of Bochner integrals $\int_{X} f_{n} d \mu$ converges in the strong topology of $Y$, then the function $f$ is called Bochner integrable and the limit is the Bochner integral of $f$.

The space of Bochner integrable functions $f: X \rightarrow Y$ is denoted by $L^{1}(X, \mathscr{F}, \mu ; Y)$. The following theorem characterises the Bochner integrable functions.

Theorem A.3.7 A function $f: X \rightarrow Y$ is Bochner integrable if and only if it is $\mathscr{F}$-measurable and $\int_{X}\|f\|_{X} d \mu<\infty$. For a Bochner integrable function, we have

$$
\left\|\int_{X} f d \mu\right\|_{Y} \leq \int_{X}\|f\|_{Y} d \mu
$$

The theory of the Bochner integral allows the generalisation of many of the powerful results of the Lebesgue integral to vector-valued functions. For instance, the following vector-valued version of the Lebesgue dominated convergence theorem is often useful:

Theorem A.3.8 Consider a sequence $f_{n} \in L^{1}(X, \mathscr{F}, \mu)$ converging $\mu$-a.e. to $f$, so that $\left\|f_{n}\right\|_{Y} \leq g$, $\mu$-a.e. for every $n \in \mathbb{N}$ and a real-valued function $g: X \rightarrow \mathbb{R}, g \in L^{1}(X, \mathscr{F}, \mu ; \mathbb{R})$. Then $f \in L^{1}(X, \mathscr{F}, \mu ; Y)$, and

$$
\lim _{n \rightarrow \infty} \int_{X} f_{n} d \mu=\int_{X} f d \mu
$$

As an application of the above, we have the following.
Proposition A.3.9 If a series $\sum_{n=1}^{\infty} f_{n}$ with $f_{n} \in L^{1}(X, \mathscr{F}, \mu ; Y)$ for every $n \in \mathbb{N}$ is majorised by a convergent series of real numbers, then

$$
\sum_{n=1}^{\infty} \int_{X} f_{n} d \mu=\int_{X}\left(\sum_{n=1}^{\infty} f_{n}\right) d \mu
$$

An important question, is how does the Bochner integral behave with respect to the action of bounded operators? The following theorem provides the answer to this question.

Theorem A.3.10 Let $f: X \rightarrow Y, f \in L^{1}(X, \mathscr{F}, \mu ; Y)$ and $A$ be a bounded operator from $Y$ to $Z$. Then $A f: X \rightarrow Z$ is Bochner integrable ( $A f \in$ $\left.L^{1}(X, \mathscr{F}, \mu ; Z)\right)$ and

$$
A \int_{X} f d \mu=\int_{X} A f d \mu
$$

REmARK A.3.11 If $(X, \mathscr{F}, \mu)=(\Omega, \mathscr{F}, P)$ is a probability space, then a measurable function $f: \Omega \rightarrow Y$ is called a $Y$-valued random variable and the Bochner integral $\int_{\Omega} f d P$ is called the expectation of the random variable $f$, and is denoted by $\mathbb{E}_{P}[f]$.

A standard reference for the Bochner integral and its properties is [361].

## A. 4 BASIC ELEMENTS OF SPECTRAL THEORY

This section closely follows [368]. Some of the proofs of the results in the sequel can be found in [368]. For a comprehensive account of spectral theory one can consult, e.g., [189], [229], [364]; see also [367].

## A.4.1 Resolvent, Spectrum

Let $X$ be a complex normed linear space and let $A: X \supseteq D(A) \rightarrow X$.
Definition A.4.1 (Resolvent operator, Resolvent set, spectrum)
(i) For $\lambda \in \mathbb{C}$, the RESOLVEnt operator of $A$ is defined as $R_{\lambda}(A):=$ $(A-\lambda I)^{-1}$, where $I$ is the identity operator on $X$.
(ii) $A$ regular value of $A$ is $a \lambda \in \mathbb{C}$ such that $R_{\lambda}(A)$ exists, is bounded and is defined on a dense subset of $X$.
(iii) The set of all regular values of $A$, denoted by $\rho(A)$, is called the RESOLVENT SET of $A$.
(iv) The SPECTRUM of $A, \sigma(A):=\mathbb{C} \backslash \rho(A)$. The spectrum of $A$ is the union of the following three disjoint sets:
(a) The point spectrum, $\sigma_{p}(A):=\left\{\lambda \in \mathbb{C}: R_{\lambda}(A)\right.$ does not exist $\}$.
(b) The Continuous spectrum, $\sigma_{c}(A):=\left\{\lambda \in \mathbb{C}: R_{\lambda}(A)\right.$, exists as an unbounded operator and is defined on a dense subset of $X\}$.
(c) The Residual Spectrum, $\sigma_{r}(A):=\left\{\lambda \in \mathbb{C}: R_{\lambda}(A)\right.$, exists as either a bounded or an unbounded operator, but in either case it is not defined on a dense subset of $X\}$.

Remark A.4.2 Let $A$ be a linear operator on a Banach space $X$. If $X$ is finite dimensional, then $\sigma_{\mathrm{c}}(A)=\sigma_{\mathrm{r}}(A)=\emptyset$.

Remark A.4.3 Let $A$ be a bounded linear operator on a Banach space $X$. We have the following results:
(i) $\rho(A)$ is open.
(ii) For all $\nu \in \rho(A)$ we have $R_{\lambda}(A)=\sum_{k=0}^{\infty}(\lambda-\nu)^{k} R_{\nu}^{k+1}(A)$. This series is absolutely convergent for every $\lambda$ in the open $\operatorname{disc}|\lambda-\nu|<\left\|R_{\nu}(A)\right\|^{-1}$, which is a subset of $\rho(A)$ in $\mathbb{C}$.
(iii) $\sigma(A)$ is compact and lies in the disc $|\lambda| \leq\|A\|$.

Remark A.4.4 Let $H$ be a complex separable Hilbert space and $A$ a linear operator on $H$. Let $\lambda$ be an eigenvalue of $A$. The set $M_{\lambda}$ consisting of the zero element in $H$ and all eigenvectors of $A$ corresponding to $\lambda$ is the eigenspace of $A$ corresponding to $\lambda . M_{\lambda}$ is a subspace of $A$. The eigenvalues are countable.

Remark A.4.5 Let $H$ be a complex separable Hilbert space and $A$ a linear self-adjoint operator on $H$. Then $\sigma_{\mathrm{r}}(A)=\emptyset$.

## A.4.2 Spectral Decompositions of Infinite-Dimensional Spaces

Let $H$ be a complex separable Hilbert space. Assume that there exists a nondecreasing family (i.e., $M_{\lambda} \subseteq M_{\mu}$ for $\mu<\lambda$ ) of subspaces $\left\{M_{\lambda}\right\}, \lambda \in \mathbb{R}$, such that $\cap_{\lambda \in \mathbb{R}} M_{\lambda}=0$ and $\cup_{\lambda \in \mathbb{R}} M_{\lambda}$ is a dense subset of $H$.

Definition A.4.6 A family of projection operators $\left\{E_{\lambda}\right\}$ is called a spectral family if
(i) $E_{\lambda} E_{\mu}=E_{\mu} E_{\lambda}=E_{\min \{\lambda, \mu\}}=E_{\mu}$.
(ii) If $\epsilon>0$, then for any $\vartheta \in H$ and $\lambda \in \mathbb{R}: E_{\lambda+\epsilon} \vartheta \rightarrow E_{\lambda} \vartheta$, as $\epsilon \rightarrow 0$.
(iii) For any $\vartheta \in H, E_{\lambda} \vartheta \rightarrow 0$ as $\lambda \rightarrow-\infty$ and $E_{\lambda} \vartheta \rightarrow \vartheta$ as $\lambda \rightarrow \infty$.

Theorem A. 4.7 (Spectral Theorem) Let $H$ be a complex separable Hilbert space.
(i) For each bounded self-adjoint operator $A$ on $H$, there exists a unique spectral family $\left\{E_{\lambda}\right\}$ such that

$$
(A \psi, \phi)=\int_{-\infty}^{\infty} \lambda d\left(E_{\lambda} \psi, \phi\right), \forall \phi, \psi \in H
$$

Equivalently, we write

$$
A=\int_{-\infty}^{\infty} \lambda d E_{\lambda}
$$

and call it the spectral decomposition of $A$.
(ii) For each unitary operator $U$ on $H$, there exists a unique spectral family $\left\{F_{\lambda}\right\}$ with $F_{\lambda}=\mathbb{O}$ for $\lambda \leq 0$ (where $\mathbb{O}$ is the zero operator on $H$ ) and $F_{\lambda}=I$ for $\lambda \geq 2 \pi$, such that

$$
(U \psi, \phi)=\int_{0}^{2 \pi} e^{\mathrm{i} \lambda} d\left(F_{\lambda} \psi, \phi\right), \forall \phi, \psi \in D(U) \subset H
$$

Equivalently, we write

$$
U=\int_{0}^{2 \pi} e^{i \lambda} d F_{\lambda}
$$

and call it the spectral decomposition of $U$.
So we see that a spectral family $\left\{E_{\lambda}\right\}$ determines a self-adjoint operator $A$. In many applications it is essential to obtain the spectral family associated with a given self-adjoint operator. This can be achieved in view of the celebrated following theorem.

Theorem A. 4.8 (Stone's formula) Let $H$ be a complex separable Hilbert space and $A: H \rightarrow H$ be a self-adjoint operator. For all $f, g \in H$ and $a, b \in \mathbb{R}$, we have
$\left(\left(E_{b}-E_{a}\right) f, g\right)=\lim _{\delta \rightarrow 0} \lim _{\epsilon \rightarrow 0} \frac{1}{2 \pi \mathrm{i}} \int_{a+\delta}^{b+\delta}\left(\left((A-(t+\mathrm{i} \epsilon) I)^{-1}-(A-(t-\mathrm{i} \epsilon) I)^{-1}\right) f, g\right) d t$.
In the following result we list some properties of spectral families.
Theorem A.4.9 Let $H$ be a complex separable Hilbert space and $A: H \rightarrow H$ be a bounded, linear self-adjoint operator with an associated spectral family $\left\{E_{\lambda}\right\}$ and spectral decomposition $A=\int_{-\infty}^{\infty} \lambda d E_{\lambda}$.
(i) Then $E_{\lambda}$ has a discontinuity at $\lambda=\mu$ if and only if $\mu$ is an eigenvalue of $A$.
(ii) Let $\mu$ be an eigenvalue of $A$ and $M_{\mu}$ be the subspace spanned by the eigenvectors of $A$ associated with $\mu$. Further, let $P_{\mu}: H \rightarrow M_{\mu}$ denote the projection operator onto $M_{\mu}$ and h denote the Heaviside step function. Then
(a) $E_{\lambda} P_{\mu}=P_{\mu} \mathrm{h}(\lambda-\mu)$.
(b) For $\epsilon>0$, we have $E_{\mu} \psi-E_{\mu-\epsilon} \psi \rightarrow P_{\mu} \psi, \forall \psi \in H$, as $\epsilon \rightarrow 0$.
(iii) $(\mathbb{R} \ni) \mu \in \rho(A)$ if and only if there exists a constant $c>0$ such that $\left\{E_{\lambda}\right\}$ is constant on the interval $[\mu-c, \mu+c]$.
(iv) $(\mathbb{R} \ni) \mu \in \sigma_{c}(A)$ if and only $\left\{E_{\lambda}\right\}$ is continuous at $\mu$ and is not constant in any neighbourhood of $\mu$.

In view of the analogies between the two parts of the spectral theorem, property (ii)above, has an obvious version for linear unitary operators.

## A.4.3 On functions of an operator

The spectral theorem allows us to form a large class of functions of a selfadjoint operator. Let $H$ be a complex separable Hilbert space and $A: H \rightarrow$ $H$ be a bounded, linear self-adjoint operator with an associated spectral family $\left\{E_{\lambda}\right\}$ and spectral decomposition $A=\int_{-\infty}^{\infty} \lambda d E_{\lambda}$. Let $\varphi: \mathbb{R} \rightarrow \mathbb{C}$ be a continuous function. We can define an operator $\varphi(A)$ by

$$
\begin{aligned}
D(\varphi(A)) & =\left\{f \in H: \int_{-\infty}^{\infty}|\varphi(\lambda)|^{2} d\left(E_{\lambda} f, f\right)<\infty\right\} \\
(\varphi(A) f, g) & =\int_{-\infty}^{\infty} \varphi(\lambda) d\left(E_{\lambda} f, g\right), f \in D(\varphi(A)), g \in H
\end{aligned}
$$

Therefore, at least formally, we have

$$
\varphi(A)=\int_{-\infty}^{\infty} \varphi(\lambda) d E_{\lambda}
$$

Let $H$ be a complex separable Hilbert space and $A: H \rightarrow H$ be a bounded, linear self-adjoint operator with an associated spectral family $\left\{E_{\lambda}\right\}$ and spectral decomposition $A=\int_{-\infty}^{\infty} \lambda d E_{\lambda}$. Let $\varphi, \varphi_{1}, \varphi_{2}: \mathbb{R} \rightarrow \mathbb{C}$ be continuous functions defined on the support of $\left\{E_{\lambda}\right\}$. Below we list some basic properties of the operator $\varphi(A)$.

1. $\varphi(\lambda)=1 \Rightarrow \varphi(A)=I$ and $\varphi(\lambda)=\lambda \Rightarrow \varphi(A)=A$.
2. $\varphi(A)^{*}=\bar{\varphi}(A)$, where $\bar{\varphi}(\lambda)=\overline{\varphi(\lambda)}$.
3. $\varphi(\lambda)=\varphi_{1}(\lambda) \varphi_{2}(\lambda) \Rightarrow \varphi(A)=\varphi_{1}(A) \varphi_{2}(A)$.
4. $\varphi(\lambda)=c_{1} \varphi_{1}(\lambda)+c_{2} \varphi_{2}(\lambda) \Rightarrow \varphi(A)=c_{1} \varphi_{1}(A)+c_{2} \varphi_{2}(A)$.
5. $\left(\varphi_{1} \varphi_{2}\right)(\lambda)=\varphi_{1}(\lambda) \varphi_{2}(\lambda) \Rightarrow\left(\varphi_{1} \varphi_{2}\right)(A)=\varphi_{1}(A) \varphi_{2}(A)$.
6. $\varphi(A)^{*} \varphi(A)=\varphi(A) \varphi(A)^{*}$.
7. $\varphi(A)$ commutes with all bounded operators that commute with $A$.
8. Let $\varphi_{z}(\lambda)=(\lambda-z)^{-1}$, where $z \in \mathbb{C}$ with $\operatorname{Im} z \neq 0$. Then $\varphi_{z}(A)=$ $\int_{-\infty}^{\infty}(\lambda-z)^{-1} d E_{\lambda}=R_{z}(A)=(A-z I)^{-1}$. Further, $\left\|\varphi_{z}(A)\right\| \leq 1 / \mathcal{I} m z$.

## A. 5 COMPACTNESS CRITERIA

This standard result can be found in any of the references cited at the beginning of this appendix.
Theorem A.5.1 (Arzelà-Ascoli theorem) Let $X$ be a Banach space. A subset $F$ of $C([0, T] ; X)$ is relatively compact if and only if
(i) $F(t):=\{f(t): f \in F\}$ is relatively compact in $X$ for all $t \geq 0$.
(ii) $F$ is uniformly equicontinuous, i.e., for all $\epsilon>0$, there exists $\delta>0$ such that

$$
\left\|f\left(t_{1}\right)-f\left(t_{2}\right)\right\|_{X} \leq \epsilon \forall t_{1}, t_{2} \in[0, T], \text { such that }\left|t_{1}-t_{2}\right| \leq \delta
$$

For our purposes the following version of the above theorem is useful.
Theorem A.5.2 Let $Y \subset C\left([0, T] ;\left(L^{2}(\mathcal{O})\right)^{3}\right)$ have the following properties:
(i) $Y(t)$ is relatively compact in $\left(L^{2}(\mathcal{O})\right)^{3}, \forall t \in[0, T]$.
(ii) $\forall \varepsilon>0 \exists \delta=\delta(\varepsilon)>0:\left\|y\left(t_{1}\right)-y\left(t_{2}\right)\right\|_{Y} \leq \varepsilon, \forall t_{1}, t_{2} \in[0, T]$ such that $\left|t_{1}-t_{2}\right| \leq \delta \quad$ (equicontinuity of $Y$ ).
(iii) $\sup _{y \in Y, t \in[0, T]}\|y(t)\|_{Y}<\infty \quad$ (uniform boundedness of $Y$ ).

Then $\exists\left\{y_{k}\right\} \in Y$ and $y_{0} \in C\left([0, T] ;\left(L^{2}(\mathcal{O})\right)^{3}\right)$ such that

$$
\lim _{k \rightarrow \infty}\left\|y_{k}(\cdot)-y_{0}(\cdot)\right\|_{C\left([0, T] ; L^{2}(\mathcal{O})\right)}=0
$$

Remark A.5.3 A characterisation of compact subsets of $L^{p}([0, T] ; X)$ has been established by J. Simon [385].

## A. 6 COMPACT OPERATORS

This subsection is based mainly on [103] and [361]. The main impetus for the study of compact operators arose from the use of integral equations in attempting to solve the classical BVPs of mathematical physics.

Definition A.6.1 Let $X$ and $Y$ be Banach spaces, and $\mathcal{L}(X, Y)$ be the space of bounded linear operators $X \rightarrow Y$, endowed with the operator norm. An operator $A \in \mathcal{L}(X, Y)$ is called compact if $A$ maps bounded sets in $X$ into precompact sets (i.e., having compact closure $\bar{X}$ ) in Y. Equivalently, $A$ is compact if and only if for every bounded sequence $\left\{x_{n}\right\} \subset X,\left\{A x_{n}\right\}$ has a convergent subsequence in $Y$.

Important properties of compact operators are given in the following:
Theorem A.6.2 (i) A compact operator maps weakly convergent sequences into norm-convergent sequences.
(ii) If $X$ is reflexive, then the converse of the above is true.

Theorem A.6.3 Let $X, Y, Z$ be Banach spaces, $A_{n} \in \mathcal{L}(X, Y), A \in \mathcal{L}(X, Y)$ and $S \in \mathcal{L}(Y, Z)$. Then
(i) If $A$ is compact then it is bounded (the converse is false ${ }^{3}$ ).
(ii) If $A_{n}$ are compact and $c_{n} \in \mathbb{C} n=1, \ldots, N$, then the linear combination $\sum_{n=1}^{N} c_{n} A_{n}$ is compact.
(iii) If one of $A$ or $S$ is compact, then $S A$ is compact.
(iv) $A$ is compact if and only if its adjoint $A^{*}$ is compact.
(v) If $\left\{A_{n}\right\}$ are compact and $A_{n} \rightarrow A$ in the norm topology, then $A$ is compact.
(vi) If the range $A(X)$ is finite dimensional, then $A$ is compact.

Proposition A.6.4 (The Riesz lemma) Let $U$ be a proper closed subspace of a normed space $X$, and $\alpha \in(0,1)$. Then there exists an element $\psi \in X$ with $\|\psi\|=1$ such that $\|\psi-\phi\| \geq \alpha$ for all $\phi \in U$.

A consequence of this result is the following theorem.
Theorem A.6.5 The identity operator $I: X \rightarrow X$ is compact if and only if $X$ is finite dimensional.

We are primarily interested in the case where $A: H \rightarrow H$ is a compact operator, where $H$ is a separable Hilbert space. We use the symbol $\mathcal{L}(H)$ for $\mathcal{L}(H, H)$.

[^99]Theorem A.6.6 Every compact operator on $H$ is the norm limit of a sequence of operators of finite rank.

Remark A.6.7 The compact operators on a separable Hilbert space $H$ form a Banach space. The dual and double dual spaces of this Banach space are illustrative of the difference between the weak Banach space topology on $\mathcal{L}(H)$ and the weak operator topology.

The basic principle that makes compact operators important is the Fredholm alternative: if A is compact, then either $A \psi=\psi$ has a solution, or $(I-A)^{-1}$ exists. This property is not true for all bounded linear operators: e.g., if $A$ is the operator $(A \phi)(x)=x \phi(x)$ on $L^{2}[0,2]$, then $A \phi=\phi$ has no solutions, but $(I-A)^{-1}$ does not exist (as a bounded operator). As far as "solving equations" is concerned, the Fredholm alternative is a powerful tool: compactness and uniqueness imply existence!

Since the Fredholm alternative holds for finite-dimensional matrices, it is plausible to expect that it will be true for compact operators (in the Hilbert space case) in view of the fact that any compact operator $A$ can be written in the form $A=F+S$, where $F$ has finite rank and $S$ has small norm.

Compactness combines very nicely with analyticity, as shown in the next theorem.

Theorem A.6.8 (Analytic Fredholm theorem) Let D be an open connected subset of $\mathbb{C}$. Let $f: \mathrm{D} \rightarrow \mathcal{L}(H)$ be an analytic operator-valued function such that $f(z)$ is compact for each $z \in \mathrm{D}$. Then either
(i) $(I-f(z))^{-1}$ does not exist for any $z \in \mathrm{D}$,
or
(ii) $(I-f(z))^{-1}$ exists for all $z \in \mathrm{D} \backslash \Sigma$, where $\Sigma$ is a discrete subset of D (i.e., a set that has no limit points in D$)$. In this case, $(I-f(z))^{-1}$ is meromorphic in D , analytic in $\mathrm{D} \backslash \Sigma$, the residues at the poles are finite rank operators, and if $z \in \Sigma$ then $f(z) \psi=\psi$ has a nonzero solution in $H$.

This theorem has four important consequences:
Theorem A. 6.9 (The Fredholm alternative) If $A$ is a compact operator on $H$, then either $(I-A)^{-1}$ exists or $A \psi=\psi$ has a solution.

Theorem A. 6.10 (The Riesz-Schauder theorem) Let $A$ be a compact operator on $H$. Then its spectrum $\sigma(A)$ is a discrete set having no limit points, with the possible exception of $\lambda=0$. In addition, any $\lambda \in \sigma(A) \backslash\{0\}$ is an eigenvalue of finite multiplicity.

Theorem A.6.11 (The Hilbert-Schmidt theorem) Let $A$ be a selfadjoint compact operator on $H$. Then there is a complete orthonormal basis $\left\{\phi_{n}\right\}$ of $H$ such that $A \phi_{n}=\lambda_{n} \phi_{n}$ and $\lim _{n \rightarrow \infty} \lambda_{n}=0$.

## Theorem A. 6.12 (Canonical form for compact operators)

Consider a compact operator $A$ on $H$. Then there exist (not necessarily complete) orthonormal sets $\left\{\psi_{n}\right\}_{n=1}^{N}$ and $\left\{\phi_{n}\right\}_{n=1}^{N}$, and positive real numbers $\left\{\lambda_{n}\right\}_{n=1}^{N}$ with $\lim _{n \rightarrow \infty} \lambda_{n}=0$ such that

$$
A=\sum_{n=1}^{N} \lambda_{n}\left(\psi_{n}, \cdot\right) \phi_{n}
$$

The sum, which may be finite or infinite, converges in norm. The numbers $\left\{\lambda_{n}\right\}$ are called the singular values of $A$. In addition, the singular values of $A$ are precisely the eigenvalues of $|A|$.

The "standard" (as far as solving equations is concerned) statement of the above theory assumes usually the following form.

Proposition A.6.13 Let $A: H \rightarrow H$ be a compact linear operator.
(i) If the homogeneous equation

$$
\phi-A \phi=0
$$

has only the trivial solution $\phi=0$, then for all $f \in H$ the inhomogeneous equation

$$
\phi-A \phi=f
$$

has a unique solution $\phi \in H$ that depends continuously on $f$.
(ii) If the homogeneous equation

$$
\phi-A \phi=0
$$

has the nontrivial linearly independent solutions $\phi_{1}, \phi_{2}, \ldots, \phi_{m}$, then the inhomogeneous equation

$$
\phi-A \phi=f
$$

is either unsolvable or its general solution is of the form

$$
\phi=\widetilde{\phi}+\sum_{k=1}^{m} \alpha_{k} \phi_{k}
$$

where $\widetilde{\phi}$ is a particular solution of the inhomogeneous equation, and $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}$ are arbitrary complex numbers.
(iii) (First Fredholm theorem) The null spaces of $I-A$ and $I-A^{*}$ have the same finite dimension.
(iv) (Second Fredholm theorem) A necessary and sufficient condition for the inhomogeneous equation $\phi-A \phi=f$ to be solvable is

$$
\left(f, \psi_{k}\right)=0, k=1, \ldots, m
$$

for all solutions $\psi_{k}$ of the homogeneous adjoint equation

$$
\psi-A^{*} \psi=0
$$

This statement also holds with the rôles of $A$ and $A^{*}$ interchanged.
Remark A.6.14 The above results remain valid when the operator $I-A$ is replaced by an operator of the form $L-A$, where $L$ is a bounded linear operator having a bounded inverse $L^{-1}$.

## A.6.1 Nuclear, trace class, and Hilbert-Schmidt operators

Consider two separable Hilbert spaces $U$ and $V$ and denote by $\mathcal{L}(U, V)$ the space of bounded linear operators $A: U \rightarrow V$. The adjoint operator $A^{*}$ is an element of $\mathcal{L}(V, U)$ such that

$$
(A x, y)=\left(x, A^{*} y\right), \quad \forall x \in U, y \in V
$$

Two important classes of compact operators are given in the following.

## Definition A. 6.15 (Nuclear and trace class operators)

(i) An operator $Q \in \mathcal{L}(U, V)$ is called a nuclear operator if there exists a sequence $\left\{v_{n}\right\} \in V$ and a sequence $\left\{u_{n}\right\} \in U$ such that

$$
Q x=\sum_{n=1}^{\infty} v_{n}\left(u_{n}, x\right)_{U} \quad \forall x \in U, \text { and } \sum_{n=1}^{\infty}\left\|v_{n}\right\|_{V}\left\|u_{n}\right\|_{U}<\infty
$$

(ii) Let $U=V$. A nuclear operator $Q$ that is non-negative (i.e., $(L u, u) \geq 0$ for all $u \in U$ ) and symmetric (i.e., $(L u, v)=(u, L v)$ for all $u, v \in U)$ is called a trace class operator.

The following is a very useful property of nuclear operators.
Proposition A.6.16 Let $Q: U \rightarrow U$ be a nuclear operator and let $\left\{e_{n}\right\}$ be an orthonormal basis of $U$. Define the trace of the operator $Q$ as the infinite series $\operatorname{Tr}(Q):=\sum_{n=1}^{\infty}\left(Q e_{n}, e_{n}\right)$. Then $\operatorname{Tr}(Q)$ is a well-defined finite quantity and independent of the choice of the orthonormal basis $\left\{e_{n}\right\}$.

Trace class operators are interesting from the point of view of infinitedimensional stochastic analysis since they can be considered the generalisation of the covariance matrix in infinite dimensions.

The solution of the eigenvalue problem for trace class operators provides us with an orthonormal basis for the Hilbert space $U$.

An interesting subclass of nuclear operators consists of the Hilbert-Schmidt operators.

Definition A.6.17 $A$ bounded linear operator $Q: U \rightarrow V$ is called a Hilbert-Schmidt operator if $\sum_{n=1}^{\infty}\left\|Q e_{n}\right\|^{2}<\infty$, where $\left\{e_{n}\right\}$ is an orthonormal basis of $U$. We will denote the space of all Hilbert-Schmidt operators from $U$ to $V$ by $L_{2}(U, V)$.

The space of Hilbert-Schmidt operators can be turned into a separable Hilbert space by defining the inner product

$$
\left(Q_{1}, Q_{2}\right)_{L_{2}(U, V)}=\sum_{n=1}^{\infty}\left(Q_{1} e_{n}, Q_{2} e_{n}\right)
$$

The following proposition helps us to define the "square root" of a trace class operator.

Proposition A.6.18 If $: U \rightarrow U$ is a trace class operator, then there exists a unique Hilbert-Schmidt operator $R$ such that $R \circ R=Q$. We will use the notation $R=Q^{1 / 2}$. Furthermore, $\|Q\|_{L_{2}(U)}^{2}=\operatorname{Tr}(Q)$.

The operator $Q^{1 / 2}$ has the useful property that $L \circ Q^{1 / 2} \in L_{2}(U, V)$ for any $L \in \mathcal{L}(U, V)$.

Definition A.6.19 Let $U_{0}:=Q^{1 / 2}(U)$. When equipped with the inner product

$$
\left(u_{0}, v_{0}\right)_{0}:=\left(Q^{-1 / 2} u_{0}, Q^{-1 / 2} v_{0}\right)_{U}
$$

where $Q^{-1 / 2}$ is the inverse of $Q^{1 / 2}$ (or the pseudo-inverse, in case $Q$ is not one-to-one), this space is a subspace of $U$ and a separable Hilbert space.

## A. 7 THE BANACH-STEINHAUS THEOREM

Theorem A.7.1 Let $X, Y$ be two Banach spaces and $X_{d} \subset X$ be a dense subspace of $X$. Assume further that $\left\{A_{n}\right\}$ is a sequence of linear operators in $\mathcal{L}(X, Y)$ such that
(i) $\left\|A_{n} x\right\|_{Y}<C$ for all $n \in \mathbb{N}$ ( $C$ independent of $n$ ),
(ii) the limit $\lim _{n \rightarrow \infty} A_{n} x$ exists for all $x \in X_{d}$.

Then there exists a continuous linear operator $A: X \rightarrow Y$ such that $A_{n} x \rightarrow$ $A x$ in $Y$, for every $x \in X$.

The principle of uniform boundedness is often useful in the following.
Theorem A.7.2 Assume that $\left\{A_{n}\right\} \subset \mathcal{L}(X, Y)$ and that $\left\{A_{n} x\right\}$ is uniformly bounded in $n$ for every $x \in X$. Then the set $\left\{\left\|A_{n}\right\|_{\mathcal{L}(x, y)}\right\}$ is also uniformly bounded.

## A. 8 SEMIGROUPS AND THE CAUCHY PROBLEM

This section is based on [56], [141], [346] and [363].

## A.8.1 Semigroups of linear operators

Definition A.8.1 Consider a one-parameter family $\{T(t)\}, t \in \mathbb{R}^{+}$of linear and bounded operators from a Banach space $X$ onto itself. The family is called a strongly continuous, or ${ }^{4} C_{0}$, semigroup if the following properties hold:
(i) $T(0)=I$, where $I$ is the identity operator in $X$.

[^100](ii) $T(t) \circ T(s)=T(t+s)$ for every $t, s \in \mathbb{R}^{+}$, where by $\circ$ we denote the composition of the operators.
(iii) The map $t \mapsto T(t)$ is strongly continuous, i.e., for every $x \in X$,
$$
\lim _{t \rightarrow 0^{+}} T(t) x \rightarrow x
$$
where the limit is taken in the strong topology of $X$.
Strongly continuous semigroups have important properties. One important such property is that they are bounded.

Proposition A.8.2 If $\{T(t)\}$ is a $C_{0}$ semigroup on $X$, then there exist $M \in \mathbb{R}^{+}, \theta \in \mathbb{R}$, such that

$$
\begin{equation*}
\|T(t)\|_{\mathcal{L}(X)} \leq M e^{\theta t}, \quad 0 \leq t<\infty \tag{A.2}
\end{equation*}
$$

Definition A.8.3 If $M=1$ and $\theta=0$ in (A.2), i.e., if

$$
\|T(t)\|_{\mathcal{L}(X)} \leq 1
$$

then $\{T(t)\}$ is called a contraction semigroup.
The characterisation of a $C_{0}$ semigroup can be obtained through an operator $A$ that is the infinitesimal generator of the semigroup.

Definition A.8.4 Let $\{T(t)\}$ be a $C_{0}$ semigroup on $X$. Define the operator $A: D(A) \rightarrow X$ by

$$
A x=\lim _{t \rightarrow 0} \frac{T(t) x-x}{t}, x \in D(A)
$$

where

$$
D(A)=\left\{x \in X: \lim _{t \rightarrow 0^{+}} \frac{T(t) x-x}{t} \text { exists }\right\}
$$

The limit is taken in the strong topology of $X$. The operator $A$ is a linear and possibly unbounded operator.

What types of operators generate $C_{0}$ semigroups? An answer to this question is provided by the following generalisation of the Hille-Yosida theorem.

Theorem A.8.5 Let $A: D(A) \rightarrow X$, where $D(A) \subseteq X$, be a linear operator on a Banach space. Then the following are equivalent:
(i) $A$ is the generator of a $C_{0}$-semigroup $\{T(t)\}$ on $X$, satisfying the bound $\|T(t)\| \leq M e^{\theta t}, t \geq 0$, for some $\theta \in \mathbb{R}, M \geq 1$.
(ii) A is a closed operator, densely defined, and for every $\lambda \in \mathbb{C}$ with $\mathcal{R e} \lambda>\theta$ we have that $\lambda \in \rho(A)$ and that

$$
\left\|R_{\lambda}(A)^{n}\right\| \leq \frac{M}{(\operatorname{Re} \lambda-\theta)^{n}}, \text { for all } n \in \mathbb{N}
$$

Remark A.8.6 If $M=1$ it is enough to prove the above resolvent estimate for $n=1$.

## A.8.2 Groups of operators

For the study of the Maxwell equations, the concept of groups of operators is very useful. We summarise here the basic properties and a generation theorem. This section is based on [141].
Definition A.8.7 Consider a one-parameter family $\{T(t)\}, t \in \mathbb{R}$, of linear and bounded operators from a Banach space $X$ onto itself. The family is called a strongly continuous $\left(C_{0}\right)$ group if the following properties hold:
(i)) $T(0)=I$, where $I$ is the identity operator in $X$.
(ii) $T(t) \circ T(s)=T(t+s)$ for every $t, s \in \mathbb{R}$, where by $\circ$ we denote the composition of the operators.
(iii) The map $t \mapsto T(t)$ is strongly continuous, i.e., for every $x \in X$,

$$
\lim _{t \rightarrow 0} T(t) x=x
$$

where the limit is taken in the strong topology of $X$.
Obviously, if $\{T(t)\}$ is a group of operators, it is also a semigroup of operators; therefore, all the properties of semigroups hold for groups of operators as well.
Definition A.8.8 Let $\{T(t)\}$ be a $C_{0}$ group on $X$. Define the operator $A: D(A) \rightarrow X$ by

$$
A x=\lim _{t \rightarrow 0} \frac{T(t) x-x}{t}, x \in D(A)
$$

where

$$
D(A)=\left\{x \in X: \lim _{t \rightarrow 0^{+}} \frac{T(t) x-x}{t} \text { exists }\right\}
$$

The limit is taken in the strong topology of $X$. The operator $A$ is a linear and possibly unbounded operator.

The following theorem is very useful in the characterisation of groups of operators.

Theorem A.8.9 Let $A: D(A) \rightarrow X$, where $D(A) \subseteq X$, be a linear operator on a Banach space. Then the following are equivalent:
(i) $A$ is the generator of a $C_{0}$ group $\{T(t)\}$ on $X$, satisfying the bound $\|T(t)\| \leq M e^{\theta|t|}$, for some $\theta \in \mathbb{R}$ and $M \geq 1$.
(ii) $A$ is a closed operator, densely defined, and for every $\lambda \in \mathbb{C}$ with $|\operatorname{Re} \lambda|>\theta$ we have that $\lambda \in \rho(A)$ and

$$
\left\|R_{\lambda}(A)^{n}\right\| \leq \frac{M}{(|\operatorname{Re} \lambda|-\theta)^{n}}
$$

The following theorem is often useful.
Theorem A.8.10 (Stone theorem) Let $H$ be a Hilbert space and $A$ be a skew adjoint $\left(A^{*}=-A\right)$ linear operator that is densely defined in $H$. Then $A$ is the generator of a strongly continuous group of unitary operators $e^{t}{ }^{A}$.

## A.8.3 Semigroups and the Cauchy problem

The theory of semigroups is intimately linked with the existence and regularity properties for the abstract Cauchy problem. This connection renders semigroup theory an indispensable tool in the theory of differential equations. This section is based in [141] (see also [128]).

Let $X$ be a Banach space and $A: D(A) \rightarrow X, D(A) \subset X$ be a closed operator. The problem

$$
\begin{equation*}
u^{\prime}=A u, \quad u(0)=u_{0} \tag{A.3}
\end{equation*}
$$

is called the abstract (i.e., Banach space-valued) Cauchy problem associated with $A, D(A)$ and $u_{0}$.

Definition A.8.11 (classical and mild solutions of (A.3))
(i) A function $u: \mathbb{R}^{+} \rightarrow X$ is called a classical solution of the abstract Cauchy problem (A.3) if $u$ is continuously differentiable, $u \in D(A)$ and (A.3) holds for $t \geq 0$.
(ii) A function $u: \mathbb{R}^{+} \rightarrow X$ is called a mild solution of the abstract Cauchy problem (A.3), if $\int_{0}^{t} u(s) d s \in D(A)$ for all $t \in \mathbb{R}^{+}$and

$$
u(t)=u_{0}+A \int_{0}^{t} u(s) d s
$$

Theorem A.8.12 Assume that $A$ is the generator of a $C_{0}$ semigroup, $\{T(t)\}$, on $X$. Then
(i) For every $u_{0} \in X$ there exists a unique mild solution of (A.3), which can be represented as

$$
u(t)=T(t) u_{0}
$$

(ii) If, furthermore, $u_{0} \in D(A)$, then there exists a unique classical solution of (A.3), which can be represented as

$$
u(t)=T(t) u_{0}
$$

The problem

$$
\begin{equation*}
u^{\prime}=A u+F, u(0)=u_{0} \tag{A.4}
\end{equation*}
$$

is called the abstract nonhomogeneous Cauchy problem.
Definition A. 8.13 (Classical and mild solutions of (A.4))
(i) A function $u: \mathbb{R}^{+} \rightarrow X$ is called a classical solution of the abstract Cauchy problem (A.4) if $u$ is continuously differentiable, $u \in D(A)$, and (A.4) holds for $t \geq 0$.
(ii) A function $u: \mathbb{R}^{+} \rightarrow X$ is called a mild solution of the abstract Cauchy problem (A.4) if $\int_{0}^{t} u(s) d s \in D(A)$ for all $t \in \mathbb{R}^{+}$and

$$
u(t)=u_{0}+A \int_{0}^{t} u(s) d s+\int_{0}^{t} F(s) d s
$$

The following regularity results are often needed (see, e.g., [363], Theorem 12.16).

Theorem A.8.14 Assume that $A$ is the generator of a $C_{0}$ semigroup $\{T(t)\}$ on a Banach space $X$. Here we think of $D(A)$ as a Banach space equipped with the graph norm. Then.
(i) For every $u_{0} \in X$ and $F \in L^{1}([0, T], X)$, there exists a unique mild solution of (A.3), that can be represented as

$$
u(t)=T(t) u_{0}+\int_{0}^{t} T(t-s) F(s) d s
$$

(ii) If $u_{0} \in D(A)$ and either $F \in C([0, T] ; X) \cap L^{1}([0, T] ; D(A))$, or $F \in$ $C([0, T] ; H) \cap W^{1,1}([0, T] ; X)$, then there exists a unique classical solution of (A.3) that can be represented as

$$
u(t)=T(t) u_{0}+\int_{0}^{t} T(t-s) F(s) d s
$$

## A. 9 SOME FIXED POINT THEOREMS

Theorem A.9.1 (Banach contraction theorem) Let $X$ be a Banach space. Consider a map $f: X \rightarrow X$ which is a contraction map, i.e., it satisfies the property

$$
\|f(x)-f(y)\|_{X} \leq \alpha\|x-y\|_{X}
$$

for all $x, y \in X$, with $\alpha \in(0,1)$. Then $f$ has a unique fixed point, $x_{*} \in X$.
REmARK A.9.2 This result guarantees the unique solvability of the operator equation $f(x)=x$.

The following theorem is an important generalisation of the Banach contraction theorem.

Theorem A.9.3 (Schauder fixed point theorem) Consider a map $f$ : $X \rightarrow X$ with the following properties:
(i) $f$ is continuous,
(ii) $f(X)$ has compact closure in $X$.

Then $f$ has a (possibly nonunique) fixed point.

The above theorem finds many uses in the theory of both deterministic and stochastic integral and differential equations.

Finally, the following nonlinear alternative theorem is often very useful ${ }^{5}$.

## Theorem A. 9.4 (Leray-Schauder alternative)

Let $H$ be a Hilbert space, $D \subseteq H$ a convex set, and $U$ an open subset of $D$, such that $0 \in U$. Then each continuous compact mapping $f: \bar{U} \rightarrow D$ has at least one of the following properties:
(i) $f$ has a fixed point.
(ii) There is $\left(x_{*}, \lambda_{*}\right) \in \partial U \times(0,1)$ such that $x_{*}=\lambda_{*} f\left(x_{*}\right)$.

## A. 10 THE LAX-MILGRAM LEMMA

The Lax-Milgram lemma is a very useful result for the treatment of variational problems (see, e.g., [125]).

Lemma A. 10.1 (Lax-Milgram lemma) Let $H$ be a Hilbert space and $a$ : $H \times H \rightarrow \mathbb{C}$ be a bounded and coercive sesquilinear form. Then the variational problem $a(u, v)=(f, v)$ has a solution in $H$ for all $f \in H^{\prime}$.

The following generalisation of the Lax-Milgram lemma is often useful.
Theorem A.10.2 Let $H_{1}$ and $H_{2}$ be two Hilbert spaces and $a: H_{1} \times H_{2} \rightarrow \mathbb{C}$ be a bounded sesquilinear form such that
(i) There is a constant $C>0$ such that

$$
\inf _{u \in A_{1}} \sup _{v \in A_{2}}|a(u, v)| \geq C
$$

where $A_{1}:=\left\{u \in H_{1}:\|u\|_{H_{1}}=1\right\}$ and $A_{2}:=\left\{v \in H_{2}:\|v\|_{H_{2}} \leq 1\right\}$.
(ii) For every $v \in H_{2}, v \neq 0$,

$$
\sup _{u \in H_{1}}|a(u, v)|>0
$$

Then for every $f \in H_{2}^{\prime}$ there exists a unique $u \in H_{1}$ such that

$$
a(u, \phi)=(f, \phi), \quad \forall \phi \in H_{2} .
$$

The solution to this problem satisfies the bound

$$
\|u\|_{H_{1}} \leq \frac{C_{0}}{C}\|f\|_{H_{2}^{\prime}}
$$

[^101]Remark A.10.3 The first condition on $a$ is called an inf-sup, or BabuškaBrezzi condition (see, e.g., [324]).

Consider two Hilbert spaces $H_{1}, H_{2}$ and two bounded sesquilinear forms

$$
a: H_{1} \times H_{1} \rightarrow \mathbb{C}, \quad b: H_{2} \times H_{2} \rightarrow \mathbb{C}
$$

Define the subset $\mathcal{H}$ of $H_{1}$ by

$$
\mathcal{H}=\left\{u \in H_{1}: b(u, w)=0, \forall w \in H_{2}\right\} .
$$

We define a weaker coercivity condition as follows.
Definition A.10.4 We say that $a$ is $\mathcal{H}$-coercive if there exists a constant $C_{1}$ such that

$$
|a(u, u)| \geq C_{1}\|u\|_{H_{1}} \quad \forall u \in \mathcal{H}
$$

We now consider the mixed variational problem:
Given $f \in H_{1}^{\prime}$ and $g \in H_{2}^{\prime}$, find $u \in H_{1}$ and $p \in H_{2}$ such that

$$
\begin{align*}
a(u, \phi)+b(\phi, p) & =\langle f, \phi\rangle, \quad \forall \phi \in H_{1},  \tag{A.5}\\
b(u, \psi) & =\langle g, \psi\rangle, \quad \forall \psi \in H_{2} .
\end{align*}
$$

Theorem A.10.5 Suppose that the sesquilinear form b satisfies the BabuškaBrezzi condition and that there exists $C_{2}>0$ such that

$$
\sup _{w \in H_{1}} \frac{|b(w, p)|}{\|w\|_{H_{1}}} \geq C_{2}\|p\|_{H_{2}}, \quad \forall p \in H_{2}
$$

Then there exists a unique solution ( $u, p$ ) to problem (A.5) satisfying the bound

$$
\|u\|_{H_{1}}+\|p\|_{H_{2}} \leq C\left(\|f\|_{H_{1}^{\prime}}+\|g\|_{H_{2}^{\prime}}\right) .
$$

## A. 11 GRONWALL'S INEQUALITY

For the proofs of the following results we refer the reader to [115], where more integral inequalities of this type can also be found.

Theorem A.11.1 Let $k, h, y \in C\left(\left[t_{0}, T\right)\right), T \leq \infty$ and $k(t) \geq 0, t \in\left[t_{0}, T\right)$. If

$$
y(t) \leq h(t)+\int_{t_{0}}^{t} k(s) y(s) d s, t \in\left[t_{0}, T\right)
$$

then

$$
y(t) \leq h(t)+\int_{t_{0}}^{t} k(s) h(s) \exp \left(\int_{s}^{t} k(\tau) d \tau\right) d s, t \in\left[t_{0}, T\right)
$$

There is a very useful special case.

Corollary A.11.2 Let $k$ and $y$ be as above, and

$$
y(t) \leq m+\int_{t_{0}}^{t} k(s) y(s) d s, t \in\left[t_{0}, T\right)
$$

where $m$ is a constant. Then

$$
y(t) \leq m \exp \left(\int_{t_{0}}^{t} k(s) d s\right), t \in\left[t_{0}, T\right)
$$

Let us also mention the so-called "generalised Gronwall's inequality", below.

Theorem A.11.3 Let $y \in C\left(\left[t_{0}, T\right]\right)$ and $y(t) \geq 0, t \in\left[t_{0}, T\right]$. Let $\sigma(t)$ be a nondecreasing function on $\left[t_{0}, T\right]$ such that $\sigma(t)=\sigma(t+0)$. Let, also, $m$ be a positive constant such that

$$
y(t) \leq m+\int_{t_{0}}^{t} y(s) d \sigma(s)
$$

Then

$$
y(t) \leq m \exp \left(\sigma(t)-\sigma\left(t_{0}\right)\right)
$$

## A. 12 NONLINEAR OPERATORS

In this section we collect some necessary concepts regarding nonlinear operators.

Let $X$ be a real reflexive Banach space.
Definition A.12.1 $A$ (possibly nonlinear) operator $\mathrm{N}: X \rightarrow X^{\prime}$ is called
(i) monotone, if $\langle\mathrm{N}(u)-\mathrm{N}(v), u-v\rangle \geq 0, \forall u, v \in X$,
(ii) STRICTLY MONOTONE, if $\langle\mathrm{N}(u)-\mathrm{N}(v), u-v\rangle>0, \forall u, v \in X: u \neq v$,
(iii) COERCIVE, if $\lim _{\|u\| \rightarrow \infty} \frac{\langle\mathrm{N}(u), u\rangle}{\|u\|}=+\infty$,
(iv) WEAKLY COERCIVE, if $\lim _{\|u\| \rightarrow \infty}\|\mathrm{N}(u)\|=+\infty$,
$(v)$ HEmiCONTINUOUS, if the map $\tau \mapsto\langle\mathrm{N}(u+\tau v), w\rangle$ is continuous on $[0,1], \forall u, v, w \in X$,
(vi) OF $M$-TYPE, if $u_{n} \rightharpoonup u, \mathrm{~N}\left(u_{n}\right) \rightharpoonup f$ and $\lim \sup _{n}\left\langle\mathrm{~N}\left(u_{n}\right), u_{n}\right\rangle \leq\langle f, u\rangle$ implies that $\mathrm{N}(u)=f$.

Theorem A. 12.2 ([451]) Let $\mathrm{N}: X \rightarrow X^{\prime}$ be monotone, hemicontinuous and weakly coercive. Then for each $f \in X^{\prime}$, the equation $\mathrm{N}(u)=f$ has a solution. In addition, if N is strictly monotone the solution is unique.

Theorem A. 12.3 ([380]) An operator N that is monotone and hemicontinuous is of $M$-type.

## Appendix B

## Some Facts from Stochastic Analysis

For a thorough introduction to stochastic analysis and stochastic differential equations in finite dimensions we refer to the excellent book of Karatzas and Shreve [224]. The infinite-dimensional theory, needed for the study of stochastic partial differential equations and stochastic integrodifferential equations, can be found in the monograph of Da Prato and Zabczyk [120]; see also [159] and [352] for more recent developments. For a general introduction to probability theory see, [300].

This appendix focuses on the results from stochastic analysis that are necessary for the study of stochastic PDEs and is based on [120] and [352].

## B. 1 PROBABILITY IN HILBERT SPACES

Let $(\Omega, \mathscr{F}, P)$ be a probability space and $H$ be a separable Hilbert space.
Definition B.1.1 An $H$-valued random variable is a map $X: \Omega \rightarrow H$ that is measurable with respect to $\mathscr{F}$.

Remark B.1.2 We assume separability of $H$ to simplify the subtle issues concerning different types of measurability in infinite-dimensional spaces (according to the Pettis theorem).

Definition B.1.3 The expectation of $X$ is defined as

$$
\mathbb{E}_{P}[X]=\int_{\Omega} X d P
$$

where the integral is interpreted in the Bochner sense.
For any $h_{1}, h_{2} \in H$, define the operator $\left(h_{1} \otimes h_{2}\right)$ by $\left(h_{1} \otimes h_{2}\right) h:=h_{1}\left(h_{2}, h\right)$, $h \in H$. With the aid of this operator we may define the correlation operator between two Hilbert space random variables as follows.

Definition B.1.4 Let $X_{1}, X_{2}: \Omega \rightarrow H$ be two $H$-valued random variables. The covariance operator of $X_{1}$ and $X_{2}$ is defined as

$$
\operatorname{cov}\left(X_{1}, X_{2}\right)=\mathbb{E}\left[\left(X_{1}-\mathbb{E}\left[X_{1}\right]\right) \otimes\left(X_{2}-\mathbb{E}\left[X_{2}\right]\right)\right]
$$

If $X_{1}=X_{2}=X$, the above definition gives the variance operator $\operatorname{cov}(X)$ for the random variable $X$. The covariance operator is a positive and symmetric operator, i.e., $\operatorname{cov}\left(X_{1}, X_{2}\right)^{*}=\operatorname{cov}\left(X_{2}, X_{1}\right)$ and $\operatorname{cov}(X) \geq 0$. Furthermore, $\operatorname{Tr}\left(\operatorname{cov}\left(X_{1}, X_{2}\right)\right)=\mathbb{E}\left[\left(X_{1}, X_{2}\right)\right]-\left(\mathbb{E}\left[X_{1}\right], \mathbb{E}\left[X_{2}\right]\right)$ and if $\Phi \in \mathcal{L}(H, U)$
where $U$ is another Hilbert space, $\operatorname{Tr}(\operatorname{cov}(\Phi X))=\operatorname{Tr}\left(\left(\operatorname{cov}(X) \Phi^{*} \Phi\right)=\right.$ $\operatorname{Tr}\left(\Phi^{*} \Phi(\operatorname{cov}(X))\right.$. All the above hold for random variables in $L^{2}(\Omega, P, H)$.

For sequences of random variables we will encounter the following concepts of convergence:

1. $X_{n} \rightarrow X, P$-a.s. if $P\left(\left\{\omega: X_{n}(\omega) \nrightarrow X(\omega)\right\}\right)=0$.
2. $X_{n} \rightarrow X$ in $L^{2}(\Omega, \mathscr{F}, P ; H)$ if $\mathbb{E}\left[\left\|X_{n}-X\right\|_{H}^{2}\right] \rightarrow 0$.

The generalisation of these concepts for weak convergence in $H$ is obvious.
We now define the concept of conditional expectation.
Definition B.1.5 Let $X \in L^{1}(\Omega, \mathscr{F}, P ; H)$ and let $\mathscr{G}$ be a $\sigma$-subalgebra of $\mathscr{F}$. The conditional expectation of $X$ with respect to the $\sigma$-algebra $\mathscr{F}$ is the unique $\mathscr{G}$-measurable random variable $\mathbb{E}[X \mid \mathscr{G}]$ such that

$$
\int_{G} \mathbb{E}[X \mid \mathscr{G}] d P=\int_{G} X d P, \quad \forall G \in \mathscr{G}
$$

In the case where $\mathscr{G}=\{\emptyset, \Omega\}=: \mathscr{O}$, the trivial $\sigma$-algebra, the conditional expectation coincides with the expectation. The conditional expectation has the meaning of the best predictor (in the $L^{2}$ sense) for the random variable $X$, given the information contained in the $\sigma$-algebra $\mathscr{G}$. For random variables $X \in L^{2}(\Omega, \mathscr{F}, P ; H)$, the conditional expectation $\mathbb{E}[X \mid \mathscr{G}]$ can be interpreted as the projection of $X$ in the subspace of square integrable $\mathscr{G}$-measurable random variables.

Another fundamental concept is the concept of independence.
Definition B.1.6 Consider the family of events $\left\{F_{\beta}\right\}_{\beta \in \mathcal{I}}, F_{\beta} \in \mathscr{F}$ where $\mathcal{I}$ is an index set. The events are said to be independent if

$$
P\left(\bigcap_{i=1}^{n} F_{\beta_{i}}\right)=\prod_{i=1}^{n} P\left(F_{\beta_{i}}\right)
$$

for any finite collection $\left\{F_{\beta_{i}}\right\}_{i=1}^{n}$ of them.
The concept of independence can be extended from events to $\sigma$-algebras and from that to random variables, through the concept of the $\sigma$-algebra generated by a random variable. For instance, the $\sigma$-subalgebras $\mathscr{F}_{\beta}$ of $\mathscr{F}$, $\beta \in \mathcal{I}$, are said to be independent if the events $\left\{F_{\beta}\right\}_{\beta \in \mathcal{I}}$ are independent for all $F_{\beta} \in \mathscr{F}_{\beta}$. A family of random variables is called independent if the $\sigma$-algebras generated by them ${ }^{1}$ are independent.

By the definition of independence, we see that

1. If $X_{1}, X_{2}$ are independent, then $\mathbb{E}\left[\left(X_{1}, X_{2}\right)\right]=\left(\mathbb{E}\left[X_{1}\right], \mathbb{E}\left[X_{2}\right]\right)$, or equivalently $\operatorname{cov}\left(X_{1}, X_{2}\right)=0$.
2. If $X$ is independent of the $\sigma$-algebra $\mathscr{G}$, then $\mathbb{E}[X \mid \mathscr{G}]=\mathbb{E}[X]$.
[^102]
## B. 2 STOCHASTIC PROCESSES AND RANDOM FIELDS

In what follows we assume that $H$ is a separable Hilbert space. An $H$ valued stochastic process is a family of $H$-valued random variables $\{X(t)\}$ parametrised by a parameter $t \in \mathcal{I}$ where $\mathcal{I}$ is a family of indices. A common choice is $\mathcal{I}=\mathbb{R}^{+}$. In many cases the index set is multidimensional. Then the stochastic process is usually called a random field. A family of $\sigma$-algebras $\left\{\mathscr{F}_{t}\right\}_{t \in \mathcal{I}}$ is called a filtration if it has the property $\mathscr{F}_{s} \subseteq \mathscr{F}_{t}$ for $s \leq t$. A filtration is called right-continuous if $\mathscr{F}_{t+}:=\cap_{s \geq t} \mathscr{F}_{s}=\mathscr{F}_{t}$. A stochastic process is said to be cádlág ${ }^{2}$ if it is right continuous with limits from the left. A filtration is called complete if for $G \in \mathscr{F}, P(G)=0$ implies $G \in \mathscr{F}_{0}$. A complete and right-continuous filtration is called a normal filtration.

Definition B.2.1 A stochastic process $\{X(t)\}$ with the property that $X(s)$ is measurable with respect to $\mathscr{F}_{s}$, for all $s \in \mathcal{I}$, is called adapted.

Definition B.2.2 An $H$-valued stochastic process $X:[0, T] \times \Omega \rightarrow H$ is called predictable if it is measurable with respect to the $\sigma$-algebra:

$$
\left.\mathcal{P}_{T}:=\sigma\left((s, t] \times F_{s}: 0 \leq s<t, F_{s} \in \mathscr{F}_{s}\right\} \cup\left\{\{0\} \times F_{0}: F_{0} \in \mathscr{F}_{0}\right\}\right)
$$

This $\sigma$-algebra is the one that makes $X:[0, T] \times \Omega \rightarrow H$ left-continuous and adapted to $\mathscr{F}_{t}, t \in[0, T]$.

Definition B.2.3 A process $X$ is called progressive if for all $t \geq 0$ the restriction of the map $(t, \omega) \mapsto X(t, \omega)$ to $[0, t] \times \Omega$ is $\mathscr{B}([0, t]) \otimes \mathscr{F}_{t}$-measurable.

The following connection between the above types of stochastic processes holds.

PREDICTABLE $\longrightarrow$ ADAPTED AND cádlág $\longrightarrow$ PROGRESSIVE VERSION
Furthermore (see, e.g., [120]),

```
CONTINUOUS AND ADAPTED \longrightarrow PREDICTABLE VERSION
```

An important class of stochastic processes, with many uses in stochastic analysis, is that of martingales.

Definition B.2.4 Let $(\Omega, \mathscr{F}, P)$ be a probability space and $\left\{\mathscr{F}_{t}\right\}_{t \in \mathcal{I}}$ a filtration on $\mathscr{F}$. A stochastic process $\{X(t)\}_{t \in \mathcal{I}}$, adapted with respect to this filtration, is called a martingale if it is integrable with respect to $P$ for all $t \in \mathcal{I}$ and $\mathbb{E}\left[X(t) \mid \mathscr{F}_{s}\right]=X(s)$, for all $s \leq t$.

A martingale is a process for which the best prediction of future values, given the information available by time $s$, is the value at $s$. A martingale is the model for the winnings of a fair game. The following quantities are of interest for a Hilbert space-valued martingale.

[^103]Definition B.2.5 Let $\{M(t)\}_{t \in \mathbb{R}^{+}}$be a square integrable martingale, i.e., a martingale such that $\mathbb{E}\left[\|M(t)\|_{H}^{2}\right]<\infty$ for all $t \in \mathbb{R}^{+}$. Then
(i) The (real-valued) process $\langle M\rangle_{t}$ is the unique continuous adapted increasing process such that $\langle M\rangle_{0}=0$ and $\|M(t)\|_{H}-\langle M\rangle_{t}$ is a continuous martingale.
(ii) The quadratic variation process $\langle\langle M\rangle\rangle_{t}$ is adapted and continuous taking values in the space of non-negative trace class operators on $H$ such that $\langle\langle M\rangle\rangle_{0}=0$ and for all $u_{1}, u_{2} \in H$,

$$
\left\langle M(t), u_{1}\right\rangle_{H}\left\langle M(t), u_{2}\right\rangle_{H}-\left(\langle\langle M\rangle\rangle_{t}\left(u_{1}\right), u_{2}\right)_{H}
$$

is a martingale.
It is possible to show (see, e.g., [159]) that $\langle M\rangle_{t}=\operatorname{Tr}\left(\langle\langle M\rangle\rangle_{t}\right)$. Furthermore, if $\left\{t_{i}^{n}\right\}$ is a sequence of partitions of the interval $[0, t]$ such that $\Delta_{n}=$ $\max \left\{\left|t_{i+1}^{n}-t_{i}^{n}\right| 1 \leq i \leq n-1\right\} \rightarrow 0$, then $\sum_{i=1}^{n}\left\|M\left(t_{i+1}^{n}\right)-M\left(t_{i}^{n}\right)\right\|_{H}^{2} \rightarrow\langle M\rangle_{t}$ where the convergence is $P$-a.s.

## B. 3 GAUSSIAN MEASURES

Let $Q: U \rightarrow U$ be a trace class operator (see Section A.6.1, Appendix A).
Definition B.3.1 Let $U$ be a Hilbert space and $\mathscr{B}(U)$ be its Borel $\sigma$-algebra. A probability measure $\mu$ on $(U, \mathscr{B}(U))$ is called a Gaussian measure if for all $v \in U$, the mapping $v^{\prime}: U \rightarrow \mathbb{R}$ defined by $v^{\prime}(u)=(u, v), u \in U$, has a Gaussian law, i.e., there exist $\mu \in \mathbb{R}, \sigma>0$, such that

$$
\left(\mu \circ\left(v^{\prime}\right)^{-1}\right)(A)=\mu\left(v^{\prime} \in A\right)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \int_{A} e^{-\frac{(x-m)^{2}}{2 \sigma^{2}}} d x, \quad \forall A \in \mathscr{B}(\mathbb{R})
$$

If $X$ is a $U$-valued random variable, we say that it follows a Gaussian law if for every $v \in U$, the real-valued random variable $(X, v)$ follows a Gaussian law.

A well-known theorem provides the representation of a Gaussian measure on a Hilbert space in terms of a trace class operator.

Theorem B.3.2 A measure $\mu$ on $(U, \mathscr{B}(U))$ is Gaussian if and only if its Fourier transform (characteristic functional)

$$
\widetilde{\mu}(u):=\int_{U} e^{i(u, v)} \mu(d v)=e^{i(m, u)-\frac{1}{2}(Q u, u)}, \quad \forall u \in U
$$

for some $m \in U$ and some trace class operator $Q: U \rightarrow U$. In this case the measure $\mu$ will be denoted by $N(\mu, Q)$.

Proposition B.3.3 The $U$-valued random variable $X$ follows a Gaussian law $N(\mu, Q)$, i.e., $X \sim N(\mu, Q)$, if and only if

$$
X=\sum_{n=1}^{\infty} \sqrt{\lambda_{n}} z_{n} e_{n}+m
$$

where the equality holds in $L^{2}(\Omega, \mathscr{F}, P ; U), \lambda_{n}$ and $e_{n}$ are the eigenvalues and eigenfunctions, respectively, of the operator $Q$,

$$
Q e_{n}=\lambda_{n} e_{n}, \lambda_{n} \geq 0, n \in \mathbb{N}
$$

and $z_{n}$ real-valued independent and identically distributed (i.i.d.) random variables $z_{n} \sim N(0,1)$.

## B. 4 THE $Q$ - AND THE CYLINDRICAL WIENER PROCESS

Let $U$ be a Hilbert space, $(\Omega, \mathscr{F}, P)$ be a probability space, and $Q: U \rightarrow U$ be a linear symmetric non-negative nuclear operator (see Section A.6.1).

Definition B.4.1 A $U$-valued stochastic process $W(t), t \in[0, T]$ on the probability space $(\Omega, \mathscr{F}, P)$ is called a $Q$-Wiener process if
(i) $W(0)=0$.
(ii) $W$ has $P$-a.s continuous trajectories.
(iii) The increments of $W$ are independent.
(iv) The increments follow the Gaussian law $W(t)-W(s) \sim N(0,(t-s) Q)$.

The nuclear operator $Q$ serves as the covariance operator of the Wiener process.

Example B.4.2 In the particular case where $U=\mathbb{R}$ and $Q$ degenerates to the identity operator $Q=I: \mathbb{R} \rightarrow \mathbb{R}$, the $Q$-Wiener process becomes the standard real-valued Wiener process.

Example B.4.3 In the particular case where $U=\mathbb{R}^{d}$ and $Q=I_{d}$, the identity $d \times d$ matrix, the $Q$-Wiener process is the standard d-dimensional Wiener process.

The $Q$-Wiener process has a useful series representation, as shown in the next proposition.

Proposition B.4.4 A $U$-valued stochastic process $W(t)$ is a $Q$-Wiener process if and only if it has the series representation $W(t)=\sum_{n} \sqrt{\lambda_{n}} w_{n}(t) e_{n}$, where $\lambda_{n}, e_{n}$ are the eigenvalues and eigenfunctions of the operator $Q$, respectively, and $w_{n}(t)$ are independent standard Wiener processes in $\mathbb{R}$.

The convergence of the above series can be shown to extend to the space $L^{2}(\Omega, \mathscr{F}, P ; C([0, T] ; U))$, thus guaranteeing the existence of continuous representatives of paths for the $Q$-Wiener process. Furthermore, the $Q$-Wiener process is a continuous square integrable martingale, with $\langle W\rangle_{t}=t \operatorname{Tr}(Q)$ and $\langle\langle W\rangle\rangle_{t}=t Q$.

In a number of applications, generalisations of the $Q$-Wiener process are needed. These generalisations deal with the case where $Q$ has the properties expected by a covariance operator but is not necessarily a trace class operator, e.g., we may need to consider cases where $\sum_{n} \sqrt{\lambda_{n}}=\infty$ (cylindrical Wiener process) or where $U=L^{2}\left(\mathbb{R}^{d}\right)$ and $\lambda_{k}=1$ (space-time white noise process). More precisely:

Definition B.4.5 A cylindrical Wiener process on a Hilbert space $V$ is a family of mappings $\mathscr{W}(t, \omega): V \rightarrow L^{2}(\Omega, \mathscr{F}, P ; \mathbb{R})$ such that for every $v \in V$, the real-valued random variable $\check{W}(t, \omega)(v):=\langle\check{W}(t, \omega), v\rangle$ follows the centered normal distribution $N(0, t)$ and $\mathbb{E}\left[\mathscr{W}(t, \omega)\left(v_{1}\right) \mathscr{W}(t, \omega)\left(v_{2}\right)\right]=$ $t\left(v_{1}, v_{2}\right)_{v}$.

Let us note (see [339], Remark 1, p. 4) that $\check{W}$ is linear. The cylindrical Wiener process has a formal series representation in terms of the basis of $V,\langle\check{W}(t, \omega), v\rangle=\sum_{n=1}^{\infty}\left(v, e_{n}\right)\left\langle\check{W}(t, \omega), e_{n}\right\rangle$, but cannot be realised ${ }^{3}$ as a random variable on $V$, as is the case for the $Q$-Wiener process. The $Q$-Wiener process and the cylindrical Wiener process are related in the sense that if $\check{W}(t, \omega)$ is a cylindrical Wiener process, then $\check{W}(t, \omega) \circ Q^{1 / 2}=$ $\sum_{n=1}^{\infty} \lambda_{n}^{1 / 2}\left\langle\check{W}(t, \omega), e_{n}\right\rangle e_{n}$, where $Q^{1 / 2}$ is an operator such that $Q^{1 / 2} \circ Q^{1 / 2}=$ $Q$ (see Proposition A.6.18 in Appendix A), is a $Q$-Wiener process. On the other hand if $W(t, \omega)$ is a $Q$-Wiener process with a representation as in Proposition B.4.4, then $\check{W}(t, \omega)=\sum_{n}^{\infty}\left(v, e_{n}\right) w_{n}(t)$ is a cylindrical Wiener process.

## B. 5 THE ITŌ INTEGRAL

Let $U$ be a separable Hilbert space, $Q: U \rightarrow U$ be a trace class operator, and $W(t)$ be a $Q$-Wiener process on the filtered probability space $(\Omega, \mathscr{F}, P)$. In this section we consider the expression $\int_{0}^{T} \Phi(t) d W(t)$, where $\Phi(t)$ is a stochastic process. Our intention is to understand this quantity as the limit (in a sense to be properly defined shortly) of sums of the form $\sum_{j=0}^{n} \Phi\left(t_{j}\right)\left(W\left(t_{j+1}\right)-W\left(t_{j}\right)\right)$, on a partition $\left\{t_{j}\right\}$ of $[0, T]$. These sums will represent random variables, which will have to be $U$-valued, so $\Phi(t)$ will have to be an operator-valued stochastic process taking values on an appropriate subset of $\mathcal{L}(U, U)$.

To develop a theory for the Itō integral in Hilbert spaces, we need to recall (see Proposition A.6.18, Appendix A) that for a trace class oper-

[^104]ator $Q$ there exists an operator $Q^{1 / 2}$ such that the decomposition $Q=$ $Q^{1 / 2} \circ Q^{1 / 2}$, and define $U_{0}=Q^{1 / 2}(U)$, which is a separable Hilbert space, when equipped with the inner product $\left(u_{0}, v_{0}\right)_{0}:=\left(Q^{-1 / 2} u, Q^{-1 / 2} v\right)_{U}=$ $\sum_{n=1}^{\infty} \lambda_{n}^{-1}\left(u, e_{n}\right)_{U}\left(v, e_{n}\right)_{U}$.

We further need the following definition.
Definition B.5.1 Let $L_{2}^{0}:=L_{2}\left(U_{0}, V\right)$, the (separable) Hilbert space of Hilbert-Schmidt operators $\mathbf{F}: U_{0} \rightarrow V$, equipped with the inner product

$$
\left(\mathrm{F}_{1}, \mathrm{~F}_{2}\right)_{L_{2}^{0}}=\operatorname{Tr}\left(\left(\mathrm{F}_{1} Q^{1 / 2}\right)\left(\mathrm{F}_{2} Q^{1 / 2}\right)^{*}\right)
$$

This Hilbert space is the appropriate space for the operator-valued stochastic processes $\Phi(t)$ over which the Itō integral is defined. Any bounded operator $\mathbf{F} \in \mathcal{L}(U, V)$ can be considered a Hilbert-Schmidt operator $\mathbf{F} \in L_{2}^{0}$, so that $\mathcal{L}(U, V) \subset L_{2}^{0}$, and therefore we have the alternative representation $\left(\mathrm{F}_{1}, \mathrm{~F}_{2}\right)_{L_{2}^{0}}=\operatorname{Tr}\left(\mathrm{F}_{1} Q \mathrm{~F}_{2}\right)$ (see, e.g., [159]). The elements of $L_{2}^{0}$ considered as operators from $U$ to $V$ are unbounded operators.

We are now ready to construct the Hilbert space-valued Itō integral ([159], [352]). This is done in the following steps:

STEP 1 Approximate the $L_{2}^{0}$, valued operator process $\Phi(t)$ by the sequence $\Phi_{n}(t)$ of elementary processes

$$
\Phi_{n}=\sum_{k=1}^{M_{n}} \Phi_{k}^{(n)} \mathbf{1}_{A_{k}^{(n)}} \text { with } \Phi_{k}^{(n)} \in L_{2}^{0}, \quad A_{k}^{(n)} \in \mathcal{P}_{T}
$$

This is always feasible when convergence is taken in the sense of the norm $\|\Phi\|_{T}:=\left(\mathbb{E}\left[\int_{0}^{T}\|\Phi(s)\|_{L_{2}^{0}}^{2} d s\right]\right)^{1 / 2}$.
STEP 2 We define the stochastic integral for each member of the sequence $\Phi_{n}(t)$ as a random sum. For instance, $\mathrm{if}^{4} \Phi_{n}(t)=\sum_{m=0}^{k-1} \Phi_{m}^{(n)} \mathbf{1}_{\left(t_{m}, t_{m}+1\right]}(t)$, then we define

$$
\Psi_{n}:=\int_{0}^{T} \Phi_{n}(t) d W(t):=\sum_{m=0}^{k-1} \Phi_{m}^{(n)}\left(W\left(t_{m+1}\right)-W\left(t_{m}\right)\right)
$$

This is a sequence of $V$-valued random variables.
STEP 3 For each step of the approximation procedure we have the Ito isometry $\mathbb{E}\left[\left\|\Psi_{n}\right\|_{V}^{2}\right]=\left\|\Phi_{n}\right\|_{T}^{2}$, which by definition of the norm $\|\cdot\|_{T}$ involves the covariance operator $Q$ of the Wiener process.
STEP 4 We now go to the limit as $n \rightarrow \infty$ and define the Itō integral $\int_{0}^{T} \Phi(t) d W(t)$ as the limit in $L^{2}(\Omega, \mathscr{F}, P ; V)$ of the sequence $\Psi_{n}$. This can be shown to exist.

By this construction the Itō integral inherits some useful properties, the most interesting of which is the extension of the Itō isometry. Furthermore, when considered as a stochastic process, $M(t):=\int_{0}^{t} \Phi(s) d W(s):=$

[^105]$\int_{0}^{T} \phi(s) \mathbf{1}_{[0, t]}(s) d W(s)$ is a $V$-valued martingale. The important properties are summarised in the following.

Theorem B.5.2 The Itō integral satisfies the following properties:
(i) $\mathbb{E}\left[\int_{0}^{T} \Phi(s) d W(s)\right]=0$.
(ii) $\mathbb{E}\left[\left\|\int_{0}^{T} \Phi(s) d W(s)\right\|_{V}^{2} d s\right]=\int_{0}^{T} \mathbb{E}\left[\operatorname{Tr}\left(\Phi(s) Q \Phi^{*}(s)\right)\right] d s$.
(iii) The process $M(t):=\int_{0}^{t} \Phi(s) d W(s)$ is a square integrable martingale and

$$
\langle M\rangle_{t}=\int_{0}^{t}\|\Phi(s)\|_{L_{2}^{0}}^{2} d s, \quad \text { and }\langle\langle M\rangle\rangle_{t}=\int_{0}^{t}\left(\Phi(s) Q^{1 / 2}\right)\left(\Phi(s) Q^{1 / 2}\right)^{*} d s
$$

Furthermore, the following estimates (Burkholder-Davis-Gundy inequalities) are often useful,

$$
\begin{aligned}
& \mathbb{E}\left[\sup _{t \in[0, T]}\left\|\int_{0}^{t} \Phi(s) d W(s)\right\|_{V}^{2} d s\right] \leq 4 \mathbb{E}\left[\left\|\int_{0}^{T} \Phi(s) d W(s)\right\|_{V}^{2} d s\right] \\
& \mathbb{E}\left[\sup _{t \in[0, T]}\left\|\int_{0}^{t} \Phi(s) d W(s)\right\|_{V} d s\right] \leq 3\left(\int_{0}^{T} \mathbb{E}\left[\operatorname{Tr}\left(\Phi(s) Q \Phi^{*}(s)\right) d s\right]\right)^{1 / 2} .
\end{aligned}
$$

An alternative representation for the stochastic integral is in terms of the series expansion

$$
\int_{0}^{T} \Phi(s) d W(s)=\sum_{n=1}^{\infty} \int_{0}^{T} \Phi(s) e_{n} d\left(W(s), e_{n}\right)
$$

where $\left\{e_{n}\right\}_{n \in \mathbb{N}}$ is an orthonormal basis of $U$ consisting of eigenvectors of $Q$.
REmARK B.5.3 The construction of the stochastic integral performed above holds for predictable integrands. It may be generalised for simply adapted and not necessarily predictable processes, and further generalised for progressively measurable integrands. Furthermore, the condition

$$
\mathbb{E}\left[\int_{0}^{T}\|\Phi(s)\|_{L_{0}^{2}}^{2} d s\right]<\infty
$$

can be extended to

$$
P\left(\int_{0}^{T}\|\Phi(s)\|_{L_{0}^{2}}^{2} d s<\infty\right)=1
$$

However, in this case the stochastic integral may no longer be a square integrable martingale but a local martingale instead (see [159]).

The Ito stochastic integral can be generalised for integrals of the form $\int_{0}^{T} \Phi\left(s_{d} \check{W}(s)\right.$, where $\mathscr{W}(t)$ is the cylindrical Wiener process. This corresponds to the case where $Q=I$, and therefore the integrands $\Phi(s)$ are now Hilbert-Schmidt operators in $L_{2}(U, V)$ (rather than in $L_{2}^{0}:=L_{2}\left(Q^{1 / 2}(U), V\right)$.

The construction follows more or less the same steps as above, using elementary processes and the Itō isometry

$$
\mathbb{E}\left[\left\|\int_{0}^{T} \Phi(s) \check{W}(s) d s\right\|_{V}^{2}\right]=\int_{0}^{T} \mathbb{E}\left[\|\Phi(s)\|_{L_{2}(U, V)}^{2}\right] d s
$$

In this case the Itō integral has similar properties as the ones presented in Theorem B.5.2, replacing the $L_{2}^{0}$ norm by the $L_{2}(U, V)$ norm and setting $Q=I$ (see, [159]). Alternatively, the stochastic integral with respect to the cylindrical Wiener process may be defined by a series representation as

$$
\int_{0}^{T} \Phi(s) d \check{W}(s)=\sum_{n=1}^{\infty} \int_{0}^{T} \Phi(s) e_{n} d\left\langle\check{W}(s, \omega), e_{n}\right\rangle
$$

where $\left\{e_{n}\right\}_{n \in \mathbb{N}}$ is an orthonormal basis of the Hilbert space $U$ and $\Phi(s) e_{n}$ is the action of the operator $\Phi(s)$ on $e_{n}$.

## B. 6 ITŌ FORMULA

Let $\Phi(\cdot)$ be an $L_{2}^{0}$-valued Itō integrable ${ }^{5}$ process and $\mu(\cdot)$ be a Bochner integrable $V$-valued process. The stochastic process

$$
X(t)=X(0)+\int_{0}^{t} \mu(s) d s+\int_{0}^{t} \Phi(s) d W(s)
$$

is called an Itō process.
Consider now a real-valued function $F:[0, T] \times V \rightarrow \mathbb{R}$. If we define the stochastic process $Y(t):=F(t, X(t))$, is that an Ito process, and if so what does it look like?

This question is answered by the famous Ito's lemma, which provides the new calculus rules required for the stochastic integral.
Theorem B.6.1 Assume that $F$ is continuous and further that the Fréchet ${ }^{6}$ partial derivatives $\partial_{t} F, \partial_{x} F, \partial_{x x} F$ of $F$ are continuous and bounded on bounded subsets of $[0, T] \times V$. Then the following equality holds $P$-a.s. for all $t \in[0, T]:$

$$
\begin{aligned}
F(t, X(t)) & =F(0, X(0))+\int_{0}^{t}\left(\partial_{x}(s, X(s)), \Phi(s) d W(s)\right) d s \\
& +\int_{0}^{t}\left\{\partial_{t} F(s, X(s))+\left(\partial_{x} F(s, X(s)), \mu(s)\right)\right\} d s \\
& \left.+\int_{0}^{t} \frac{1}{2}\left\{\operatorname{Tr}\left[\partial_{x}^{2} F(s, X(s))\right)\left(\Phi(s) Q^{1 / 2}\right)\left(\Phi(s) Q^{1 / 2}\right)^{*}\right]\right\} d s
\end{aligned}
$$

where the last term is commonly referred to as the Itō drift.
There exists a version of the Itō formula for Itō processes driven by the cylindrical Wiener process, with the necessary modifications $(Q=I$; see, e.g., Theorem 2.10 in [159]).

[^106]
## B. 7 STOCHASTIC CONVOLUTION

Let $W$ be a $Q$-Wiener process, $B(t): U \rightarrow H$ be a family of bounded linear operator, and $S_{\mathrm{A}}(t)$ be a $C_{0}$ semigroup on $H$, with generator $A$.

Definition B.7.1 The stochastic process

$$
W_{A}(t)=\int_{0}^{t} S_{A}(t-s) B(s) d W(s)=\int_{0}^{t} e^{(t-s) A} B(s) d W(s)
$$

is called a stochastic convolution.
We make the following assumption.
Assumption B.7.2

$$
\int_{0}^{T}\left\|S_{A}(r) B(r)\right\|_{L_{2}^{0}}^{2} d r=\int_{0}^{T} \operatorname{Tr}\left[S_{A}(r) B(r) Q B^{*}(r) S_{A}^{*}(r)\right] d r<\infty
$$

We now provide an important result for the properties of the stochastic convolution as a stochastic process.

Theorem B.7.3 If Assumption B.7.2 holds, then
(i) The process $W_{A}(\cdot)$ is Gaussian, continuous in mean square and has a predictable version.
(ii) The covariance of $W_{A}(\cdot)$ is given by

$$
\operatorname{Cov}\left(W_{A}(t)\right)=\int_{0}^{t} S_{A}(r) B(r) Q B^{*}(r) S_{A}^{*}(r) d r, \quad t \in[0, T]
$$

Furthermore, if $B(t) \in D(A)$, then $A \int_{0}^{T} B(t) d W(t)=\int_{0}^{T} A B(t) d W(t)$, $P$-a.s.

## B. 8 SDES IN HILBERT SPACES

Consider the linear differential equation

$$
\begin{equation*}
d X(t)=[A X(t)+f(t)] d t+B d W(t) \tag{B.1}
\end{equation*}
$$

Definition B.8.1 An $H$-valued predictable process $X(\cdot)$ is said to be a weak solution of (B.1) if the trajectories of $X(\cdot)$ are $P$-a.s. Bochner integrable and if for all $\zeta \in D\left(A^{*}\right)$ and all $t \in[0, T]$ we have

$$
(X(t), \zeta)=(x, \zeta)+\int_{0}^{t}\left\{\left(X(s), A^{*} \zeta\right)+(f(s), \zeta)\right\} d s .+(B W(t), \zeta)
$$

The weak solutions of additive SDEs in Hilbert space may be expressed in terms of the stochastic convolution.

Theorem B.8.2 Under the assumptions of the previous section, equation (B.1) has a unique weak solution given by

$$
X(t)=S(t) x+\int_{0}^{t} S(t-s) f(s) d s+W_{A}(t), t \in[0, T]
$$

It can be shown that, under certain conditions, this solution has a continuous version.

The above construction may be generalised for SDEs of the general form

$$
d X(t)=(A X(t)+F(t, X))) d t+B(t, X) d W(t)
$$

where $F$ and $B$ are in general nonlinear mappings

$$
\begin{aligned}
& F: \Omega \times[0, T] \times C([0, T], H) \rightarrow H \\
& B: \Omega \times[0, T] \times C([0, T], H) \rightarrow L_{2}\left(Q^{1 / 2}(U), H\right),
\end{aligned}
$$

satisfying appropriate regularity conditions (mainly Lipschitz continuitytype conditions). Then a solution can be constructed using the formal representation
$X(t)=S_{A}(t) x+\int_{0}^{t} S_{A}(t-s) f(s, X(s)) d s+\int_{0}^{t} S_{A}(t-s) B(s, X(s)) d W(s)$,
in terms of the stochastic convolution and using appropriate fixed point schemes. We do not enter into details but rather refer the reader to [120] or [159].

## B. 9 MARTINGALE REPRESENTATION THEOREM

As we have seen in Theorem B.5.2, the Itō integral can be considered an "operation" that maps a square integrable martingale (the Wiener process) into another square integrable martingale. The following theorem, the celebrated Martingale representation theorem, is in some sense the converse statement.

Theorem B.9.1 ([159]) Let $U, V$ be two real separable Hilbert spaces, $Q$ : $U \rightarrow V$ a trace class operator, and $W$ a $Q$-Wiener process on $U$. For every square integrable martingale $\{M(t)\}$ with values in $V$ there exists a square integrable predictable process $\{\sigma(s)\}$ with values in $L_{2}^{0}:=L_{2}\left(Q^{1 / 2}(U), V\right)$ and with the property $\mathbb{E}\left[\int_{0}^{T}\|\sigma(s)\|_{L_{2}^{0}}^{2} d s\right]<\infty$ such that

$$
M(t)=M(0)+\int_{0}^{t} \sigma(s) d W(s)
$$

The martingale representation theorem holds in the case where $Q=I$, (i.e., when $W$ is replaced by the cylindrical Wiener process $\mathscr{W}$ ) with the necessary modifications (replacing $L_{2}^{0}$ by $L_{2}(U, V)$ ); see [88]).

## Appendix C

## Some Facts from Elliptic Homogenisation Theory

## C. 1 SPACES OF PERIODIC FUNCTIONS

In this section we collect a few key results on spaces of periodic functions that will be used for homogenisation problems. Our presentation closely follows [97].

Let $Y$ denote the interval in $\mathbb{R}^{N}$ defined by

$$
\begin{equation*}
Y=\left(0, \ell_{1}\right) \times\left(0, \ell_{2}\right) \times \ldots\left(0, \ell_{N}\right), \tag{C.1}
\end{equation*}
$$

where $\ell_{1}, \ell_{2}, \ldots, \ell_{N}$ are given positive numbers. $Y$ is referred to as the reference period. The following definition introduces the notion of periodicity for functions that are defined almost everywhere.

Definition C.1.1 Let $Y$ be defined by (C.1) and let $f$ be a function defined almost everywhere on $\mathbb{R}^{N}$. The function $f$ is called $Y$-periodic iff

$$
f\left(x+m \ell_{j} e_{j}\right)=f(x), \text { a.e. on } \mathbb{R}^{N}, \forall m \in \mathbb{Z}, \forall j \in\{1,2, \ldots, N\}
$$

where $\left\{e_{1}, e_{2}, \ldots, e_{N}\right\}$ is the canonical basis of $\mathbb{R}^{N}$.
The mean value of a periodic function is essential when studying periodic oscillating functions.

Definition C.1.2 Let $\mathcal{O}$ be a bounded open set in $\mathbb{R}^{N}$ and let $f$ be a function in $L^{1}(\mathcal{O})$. The mean value of $f$ over $\mathcal{O}$ is the real number $\langle f\rangle$ given by

$$
\langle f\rangle=\frac{1}{|\mathcal{O}|} \int_{\mathcal{O}} f(y) d y
$$

The mean value of a periodic function can be computed on any translated set of the reference period, as detailed in the following proposition.

Proposition C.1.3 Let $f$ be a $Y$-periodic function in $L^{1}(Y)$. Let $y_{0}$ be a fixed point in $\mathbb{R}^{N}$, and let $Y_{0}$ be the translated set of $Y$, defined by $Y_{0}=y_{0}+Y$. Define $f_{\epsilon}(x):=f\left(\frac{x}{\epsilon}\right)$ a.e. on $\mathbb{R}^{N}$. Then
(i) $\int_{Y_{0}} f(y) d y=\int_{Y} f(y) d y$,
(ii) $\int_{\epsilon Y_{0}} f_{\epsilon}(x) d x=\int_{\epsilon Y} f_{\epsilon}(x) d x=\epsilon^{N} \int_{Y} f(y) d y$.

The following theorem is a key result.

Theorem C.1.4 Let $1 \leq p \leq+\infty$ and let $f$ be a $Y$-periodic function in $L^{p}(Y)$. Then
(i) If $p<+\infty$, $f_{\epsilon} \rightharpoonup\langle f\rangle$ in $L^{p}(\mathcal{O})$, as $\epsilon \rightarrow 0$, where $\mathcal{O}$ is any bounded open subset of $\mathbb{R}^{N}$.
(ii) If $p=+\infty, f_{\epsilon} \stackrel{*}{\langle }\langle f\rangle$ in $L^{\infty}\left(\mathbb{R}^{N}\right)$, as $\epsilon \rightarrow 0$.

The weak convergences given in Theorem C.1.4 cannot be strong unless $f$ is a constant and $|Y|=1$. Indeed, strong convergence implies that $\left\langle f^{p}\right\rangle=\langle f\rangle^{p}$. Nevertheless, it is easy to check that, for $p>1$, one has $\left\langle f^{p}\right\rangle \neq\langle f\rangle^{p}$. An interesting per se by-product of the proof of the above theorem is the following result: let $p$ and $f$ be as in Theorem C.1.4 and $\mathcal{I}$ be any open interval of $\mathbb{R}^{N}$ containing at least a translated set of $Y$. Then there exists a constant $C$ depending only on the spatial dimension $n$ such that

$$
\left\|f_{\epsilon}\right\|_{L^{p}(\mathcal{I})}^{p} \leq C \frac{|\mathcal{I}|}{|Y|}\|f\|_{L^{p}(Y)}^{p}
$$

for $\epsilon$ small enough.
We can now introduce a notion of periodicity for functions in the Sobolev space $H^{1}$.
Definition C.1.5 Let $C_{\text {per }}^{\infty}(Y)$ be the subset of $C^{\infty}\left(\mathbb{R}^{N}\right)$ of $Y$-periodic functions. We denote by $H_{p e r}^{1}(Y)$ the closure of $C_{p e r}^{\infty}(Y)$ in the $H^{1}$-norm.
Definition C.1.6 Let $g$ be a function defined a.e. on $Y$. We denote by $g^{\#}$ its extension by periodicity to the whole of $\mathbb{R}^{N}$, defined by

$$
\begin{equation*}
g^{\#}\left(x+m \ell_{j} e_{j}\right)=g(x), \text { a.e. on } Y, \forall m \in \mathbb{Z}, \forall j \in\{1,2, \ldots, N\} \tag{C.2}
\end{equation*}
$$

where $\left\{e_{1}, e_{2}, \ldots, e_{N}\right\}$ is the canonical basis of $\mathbb{R}^{N}$.
We have the following properties.
Proposition C.1.7 Let $u \in H_{\text {per }}^{1}(Y)$.
(i) $u$ has the same trace on opposite faces of $Y$.
(ii) For any bounded open subset $\mathcal{O}$ of $\mathbb{R}^{N}$, $u^{\#}$ is in $H^{1}(\mathcal{O})$.

Definition C.1.8 The quotient space $\mathcal{W}_{\text {per }}(Y)=H_{\text {per }}^{1}(Y) / \mathbb{R}$ is defined as the space of equivalence classes with respect to the relation $u \simeq v \Longleftrightarrow$ $u-v$ is a constant, $\forall u, v \in H_{p e r}^{1}(Y)$. We denote by $\dot{u}$ the equivalence class represented by $u$.

## Proposition C.1.9 The following properties hold:

(i) The quantity

$$
\|\dot{u}\|_{\mathcal{W}_{p e r}(Y)}=\|\operatorname{grad} u\|_{L^{2}(Y)}, \forall u \in \dot{u}, \dot{u} \in \mathcal{W}_{\text {per }}(Y)
$$

defines a norm on $\mathcal{W}_{\text {per }}(Y)$.
(ii) The dual space $\left(\mathcal{W}_{\text {per }}(Y)\right)^{\prime}$ can be identified with the set

$$
\left\{F \in\left(H_{p e r}^{1}(Y)\right)^{\prime}: F(c)=0, \forall c \in \mathbb{R}\right\}
$$

with

$$
\langle F, \dot{u}\rangle_{\left(\mathcal{W}_{p e r}(Y)\right)^{\prime}, \mathcal{w}_{p e r}(Y)}=\langle F, u\rangle_{\left(H_{p e r}^{1}(Y)\right)^{\prime}, H_{p e r}^{1}(Y)}, \forall u \in \dot{u}, \forall \dot{u} \in \mathcal{W}_{p e r}(Y)
$$

## C. 2 COMPENSATED COMPACTNESS

The following compensated compactness result allows us to obtain information concerning the behaviour of products of weakly convergent sequences.

Theorem C.2.1 Let $\mathcal{O} \subset \mathbb{R}^{3}$ be bounded and let $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ and $\left\{v_{n}\right\}_{n \in \mathbb{N}}$ be two sequences of vector fields in $H(\operatorname{div}, \mathcal{O})$ and $H(\operatorname{curl}, \mathcal{O})$ respectively. Suppose that $u_{n} \rightharpoonup u$ in $H(\operatorname{div}, \mathcal{O})$, and $v_{n} \rightharpoonup v$ in $H(\operatorname{curl}, \mathcal{O})$. Then $v_{n} \cdot v_{n} \rightarrow$ $u \cdot v$ in $\mathcal{D}^{\prime}(\mathcal{O})$.

This is a kind of restatement of the celebrated div-curl lemma that is the cornerstone of the theory of compensated compactness. It was developed by François Murat and Luc Tartar in the late 1970s and is still a very active area of research; see [80]. If $v=\left(v^{1}, \ldots, v^{N}\right)^{t r}$ is a vector field with values in $\mathbb{R}^{N}$, let $\operatorname{div} v=\sum_{i=1}^{N} \partial_{x_{i}} v^{i}$ and $(\operatorname{curl} v)_{i j}=\partial_{x_{j}} v^{i}-\partial_{x_{i}} v^{i}$ be the generalisation of the usual curl. In its classical form (see, e.g., [329], [330], [403]), this lemma reads as follows.

Theorem C.2.2 (The div-Curl Lemma) If $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ and $\left\{v_{n}\right\}_{n \in \mathbb{N}}$ are sequences in $L^{2}\left(\mathcal{O}, \mathbb{R}^{N}\right)$ that converge weakly in $L^{2}\left(\mathcal{O}, \mathbb{R}^{N}\right) \simeq\left(L^{2}(\mathcal{O})\right)^{N}$ to $u$ and $v$, respectively, and if $\left\{\operatorname{div} u_{n}\right\}_{n \in \mathbb{N}}$ is compact in $H^{-1}(\mathcal{O})$ and $\left\{\operatorname{curl} v_{n}\right\}_{n \in \mathbb{N}}$ is compact in $H^{-1}\left(\mathcal{O}, \mathbb{M}^{N \times N}\right) \simeq\left(H^{-1}(\mathcal{O})\right)^{N^{2}}$, then $u_{n} \cdot v_{n} \rightharpoonup u \cdot v$ in $\mathcal{D}^{\prime}(\mathcal{O})$.

Remark C.2.3 A natural generalisation concerns sequences that are bounded in $L^{p}\left(\mathcal{O}, \mathbb{R}^{N}\right)$ and $L^{p^{\prime}}\left(\mathcal{O}, \mathbb{R}^{N}\right)$, respectively (where $p, p^{\prime}$ are conjugate exponents), with $\left\{\operatorname{div} u_{n}\right\}$ compact in $W^{-1, p}\left(\mathcal{O}, \mathbb{M}^{N \times N}\right)$ and $\left\{\operatorname{curl} v_{n}\right\}$ compact in $W^{-1, q}\left(\mathcal{O}, \mathbb{M}^{N \times N}\right)$ (see [330]).

Remark C.2.4 In another interesting recent result (see [111]) it is shown that $u_{n} \cdot v_{n} \rightharpoonup u \cdot v$, if $u_{n} \rightharpoonup u$ in $L^{p}$ and $v_{n} \rightharpoonup v$ in $L^{q}$, under the additional assumptions that the sequences $\left\{\operatorname{div} u_{n}\right\}$ and $\left\{\operatorname{curl} u_{n}\right\}$ are compact in the dual space of $W_{0}^{1, \infty}$ and that $\left\{u_{n} \cdot v_{n}\right\}$ is equi-integrable.

## C. 3 HOMOGENISATION OF ELLIPTIC EQUATIONS

Since they are essential to the following discussion, we present here the very basic principles of the theory of homogenisation of elliptic equations. The notation and the involved notions (e.g., $Y$-periodicity) are considered as in Section C.1. Let $\mathcal{O}$ be an open set in $\mathbb{R}^{N}$.

Definition C.3.1 For $0<\alpha_{1}<\alpha_{2}$, we denote by $\mathbb{M}_{N}\left(\alpha_{1}, \alpha_{2}, \mathcal{O}\right)$ the set of $N \times N$ matrices $A=\left(a_{i j}\right)_{1 \leq i, j \leq N} \in\left(L^{\infty}(\mathcal{O})\right)^{N \times N}$ such that
(i) $(A(x) \lambda, \lambda) \geq \alpha_{1}|\lambda|^{2}$,
(ii) $|A(x) \lambda| \leq \alpha_{2}|\lambda|$,
for any $\lambda \in \mathbb{R}^{N}$ and a.e. on $\mathcal{O}$.

Consider a $Y$-periodic matrix $A=\left(a_{i j}\right) \in \mathbb{M}_{\mathrm{N}}\left(\alpha_{1}, \alpha_{2}, Y\right)$ and define $A^{\epsilon}(x):=A\left(\frac{x}{\epsilon}\right)$. Further, assume that $f \in H^{-1}(\mathcal{O})$. We wish to describe the asymptotic behaviour as $\epsilon \rightarrow 0$ of the following problems:

$$
\begin{aligned}
& -\operatorname{div}\left(A^{\epsilon} \operatorname{grad} u^{\epsilon}\right)=f \text { in } \mathcal{O}, \\
& u^{\epsilon}=0 \text { on } \partial \mathcal{O}
\end{aligned}
$$

Let $\mathbb{P}_{\text {per }}^{o}:=\{\eta: \eta$ is $Y$-periodic and $\langle\eta\rangle=0\}$. Now define the functions $\widehat{\theta}_{\lambda}$ and $\theta_{\lambda}$ as the solutions in $\mathbb{P}_{\text {per }}^{o}$, of the following problems

$$
-\operatorname{div}_{y}\left(A(y) \operatorname{grad}_{y} \widehat{\theta}_{\lambda}\right)=-\operatorname{div}_{y}(A(y) \lambda) \text { in } Y
$$

and

$$
-\operatorname{div}_{y}\left(A^{t r}(y) \operatorname{grad}_{y} \theta_{\lambda}\right)=-\operatorname{div}_{y}\left(A^{t r}(y) \lambda\right) \text { in } Y
$$

By the Lax-Milgram lemma, both $\theta_{\lambda}$ and $\widehat{\theta}_{\lambda}$ are unique.
Further, define the functions $\widehat{w}_{\lambda}$ and $w_{\lambda}$ as the (unique) solutions in $\mathbb{P}_{\text {per }}^{o}$, respectively, of the following problems:

$$
-\operatorname{div}_{y}\left(A(y) \operatorname{grad}_{y} \widehat{w}_{\lambda}\right)=\operatorname{div}_{y}(A(y) \lambda) \text { in } Y
$$

and

$$
-\operatorname{div}_{y}\left(A^{t r}(y) \operatorname{grad}_{y} w_{\lambda}\right)=\operatorname{grad}_{y}\left(A^{t r}(y) \lambda\right) \text { in } Y
$$

REMARK C.3.2 It can be shown that $\widehat{\theta}_{\lambda}, \theta_{\lambda}, \widehat{w}_{\lambda}, w_{\lambda}$ satisfy the corresponding equations of the above problems not only in $Y$ but (by periodicity) in $\mathcal{D}^{\prime}\left(\mathbb{R}^{N}\right)$ as well.

These functions play an essential rôle in the homogenisation of the above problem since the homogenised matrix $A^{h}$ is expressed in terms of $\widehat{\theta}_{\lambda}, \theta_{\lambda}$, $\widehat{w}_{\lambda}, w_{\lambda}$.

The main convergence result is as follows.
Theorem C.3.3 Let $f \in H^{-1}(\mathcal{O}), A^{\epsilon}$ and $u^{\epsilon}$ be defined as above. Then
(i) $u^{\epsilon} \rightharpoonup u^{*}$, in $H_{0}^{1}(\mathcal{O})$,
(ii) $A^{\epsilon} \operatorname{grad} u^{\epsilon} \rightharpoonup A^{h} \operatorname{grad} u^{*}$, in $\left(L^{2}(\mathcal{O})\right)^{N}$,
where $u^{*}$ is the unique solution in $H_{0}^{1}(\mathcal{O})$ of the constant coefficients (homogenised) problem

$$
\begin{aligned}
& -\operatorname{div}\left(A^{h} \operatorname{grad} u^{*}\right)=f, \text { in } \mathcal{O}, \\
& u^{*}=0, \text { on } \partial \mathcal{O}
\end{aligned}
$$

The constant matrix $A^{h}=\left(a_{i j}^{h}\right)_{1 \leq i, j \leq N}$ is coercive and given by

$$
A^{h} \lambda=\left\langle\left(A \lambda+A \operatorname{grad} \widehat{w}_{\lambda}\right)\right\rangle, \forall \lambda \in \mathbb{R}^{N}
$$

or, equivalently, by

$$
\left(A^{h}\right)^{t r} \lambda=\left\langle\left(A^{t r} \lambda+A^{t r} \operatorname{grad} w_{\lambda}\right)\right\rangle, \forall \lambda \in \mathbb{R}^{N}
$$

where $\widehat{w}_{\lambda}$ and $w_{\lambda}$ are the auxiliary functions defined above.

Remark C.3.4 As can be seen in the proof of the above theorem (see, e.g., [97]), convergence ( $i i$ ) is deduced from convergence $(i)$. This fact is a particularity of the periodic case because of the explicit computation of the homogenised coefficients. In the general nonperiodic case convergence (ii) is not a consequence of convergence ( $i$ ), and has to be proved separately. We state this convergence in the theorem since it is one of the important homogenisation results.

Remark C.3.5 The well-known result stated in the above theorem can be proved by a variety of methods. One of them is the variational method of oscillating test functions due to Tartar, and another is the two-scale method (which takes into account the two scales $x$ and $\frac{x}{\epsilon}$ of the problem) of Nguetseng and Allaire. The convergence in this sense implies the weak convergence. There is also the formal method of asymptotic expansions (known as the multiple-scale method). Tartar's method is a general one and is based on the construction of a suitable set of oscillating test functions that allows us to pass eventually to the limit. This method is related to the notion of compensated compactness. In particular, for the case of periodic coefficients, the test functions are periodic and are explicitly constructed in terms of $\widehat{w}_{\lambda}$. By passing to the limit one obtains the homogenised matrix $A^{h}$. There are further convergence properties based on this method, e.g., the convergence of energies and a corrector result.

In terms of the macroscopic scale $x$ and the microscopic scale $\frac{x}{\epsilon}$ (describing the micro-oscillations), we look for an expansion of $u^{\epsilon}$ in the form

$$
u^{\epsilon}(x)=\sum_{j=0}^{\infty} \epsilon^{j} u_{j}\left(x, \frac{x}{\epsilon}\right)
$$

where $u_{j}=u_{j}(x, y)$ are $Y$-periodic in the second variable $y$. One first obtains that $u_{*}$ depends on $x$ only, and then one shows that this $u_{*}$ is actually the solution of the homogenised problem with $A^{h}$ defined as above. The interest in this is that in general, it permits us to "guess" formally the homogenised problem. Some natural questions arise at this point: How "far" is $u^{\epsilon}$ from $u_{0}$, i.e., what is the error (in a suitable norm) when replacing $u^{\epsilon}$ by $u_{*}$ ? What is the estimate when replacing $u^{\epsilon}$ by a finite sum $\sum_{j=0}^{M} \epsilon^{j} u_{j}\left(x, \frac{x}{\epsilon}\right)$ ? We give here an error estimate for the case $M=2$ under some additional regularity assumptions on the data and on the boundary of $\partial \mathcal{O}$.
Theorem C.3.6 Let $f \in H^{-1}(\mathcal{O}), A^{\epsilon}$ and $u^{\epsilon}$ be defined as above. Then $u^{\epsilon}$ admits the following asymptotic expansion:

$$
u^{\epsilon}=u^{*}-\epsilon \sum_{k=1}^{N} \widehat{\theta}_{k}\left(\frac{x}{\epsilon}\right) \frac{\partial u^{*}}{\partial x_{k}}+\epsilon^{2} \sum_{k, m=1}^{N} \widehat{\varrho}^{k m}\left(\frac{x}{\epsilon}\right) \frac{\partial^{2} u^{*}}{\partial x_{k} \partial x_{m}}+\mathcal{R}_{N, \epsilon},
$$

where $u^{*}$ is the solution of the problem of Theorem C.3.3, $\widehat{\theta}_{\lambda} \in \mathcal{W}_{\text {per }}(Y)$ is defined as above, and $\varrho^{k m}$ is the solution in $\mathbb{P}_{\text {per }}^{o}$ of
$-\operatorname{div}\left(A(y) \operatorname{grad} \varrho^{k m}\right)=-a_{k m}^{h}-\sum_{i, j=1}^{N} \frac{\partial\left(a_{i j} \delta_{k i} \widehat{\theta}_{m}\right)}{\partial y_{i}}-\sum_{j=1}^{N} a_{k j} \frac{\partial\left(\widehat{\theta}_{m}-y_{m}\right)}{\partial y_{j}}$ in $Y$.

Moreover, if $f \in C^{\infty} \overline{(\mathcal{O})}, \partial \mathcal{O}$ is of class $\in C^{\infty}$, and, additionally,

$$
\widehat{\theta}_{k}, \varrho^{k m} \in W^{1, \infty}(Y), \forall k, m=1, \ldots, N
$$

then there exists a constant $C$ independent of $\epsilon$ such that

$$
\left\|\mathcal{R}_{N, \epsilon}\right\|_{H^{1}(\mathcal{O})}^{2} \leq C \epsilon
$$

REMARK C.3.7 To prove the above error estimate, more regularity on the functions $\widehat{\theta}_{k}$ and $\widehat{\varrho}^{k m}$ has to be assumed, namely, that their first derivatives are bounded functions. It is plausible then to ask under what hypotheses we can establish this property. Actually, it can be deduced from classical elliptic regularity (see, e.g., [113], [161]), under strong regularity assumptions on the matrix $A$, namely, that it is at least assumed to be continuous. Nevertheless, this is not true in general for composite materials (see, e.g., Chapter 5 of [97]).

## C. 4 RANDOM ELLIPTIC HOMOGENISATION THEORY

The homogenisation theory for elliptic problems may be extended for random media when the condition for periodicity is replaced by suitable ergodicity assumptions. The ergodic theorem can then be used to provide results for the limiting behaviour of the solutions when $\epsilon \rightarrow 0$.

Definition C.4.1 Let $F \in L_{l o c}^{1}\left(\mathbb{R}^{N}\right)$. A number $F_{\mathrm{M}}$ is called the mean value of $F$ if

$$
\lim _{\epsilon \rightarrow 0} \frac{1}{|K|} \int_{K} F\left(\frac{x}{\epsilon}\right) d x=F_{\mathrm{M}}
$$

for any Lebesgue-measurable bounded set $K \subset \mathbb{R}^{N}$ and $|K|$ stands for the Lebesgue measure of $K$.

Theorem C.4.2 (Birkhoff ergodic theorem) Let $(\Omega, \mathscr{F}, P)$ be a probability space and let $\tau=\left\{\tau_{x}\right\}_{x \in \mathbb{R}}$ be a measure-preserving group of transformations on $\Omega$. If $F \in L^{p}(\Omega, \mathscr{F}, P), p \geq 1$, then the realisation $\check{F}(x, \omega):=$ $F\left(\tau_{x} \omega\right)$ for almost all $\omega \in \Omega$ possesses a mean value ${ }^{1} F_{\mathrm{M}}(\omega)$ in the sense that

$$
F\left(\frac{x}{\epsilon}, \omega\right) \rightharpoonup F_{\mathrm{M}}(\omega), \quad \text { in } L_{l o c}^{p}\left(\mathbb{R}^{N}\right), \quad P-a . s .
$$

The mean value $F_{\mathrm{M}}(\omega)$ is invariant under $\tau$ in the sense that $F_{\mathrm{M}}\left(\tau_{x} \omega\right)=$ $F_{\mathrm{M}}(\omega)$ for all $x \in \mathbb{R}$, P-a.s. and we also have that $\mathbb{E}_{P}[F]=\mathbb{E}_{P}\left[F_{\mathrm{M}}\right]$. If, furthermore, the transformation $\tau_{x}$ is ergodic, then $F_{\mathrm{M}}$ is no longer a random variable ${ }^{2}$, and $F_{\mathrm{M}}=\mathbb{E}_{P}[F]$.

[^107]The ergodic theorem in some sense replaces Proposition C.1.4 in the case of a random coefficients. The above theorem implies that (see, e.g., [67])

$$
F\left(\frac{x}{\epsilon}, \omega\right) \stackrel{*}{\rightharpoonup} \mathbb{E}_{P}[F(x, \omega)], \text { as } \epsilon \rightarrow 0, \text { in } L^{\infty}\left(\mathbb{R}^{N}\right), P-\text { a.s. }
$$

The periodic elliptic homogenisation theory has a counterpart for random media, with ergodic coefficients. The basic theoretical tools of homogenisation theory, e.g., the div-curl lemma, have generalisations in the case where the fields involved are random variables. For these generalisations one may consult, e.g., [216], which allows the identification of the homogenised coefficients.

Then the elliptic homogenisation theory can be generalised as follows.
Theorem C.4.3 Let $A=A(\omega)$ be a matrix defined on a probability space $(\Omega, \mathscr{F}, P), A(\omega)=\left\{a_{i j}(\omega)\right\}, a_{i j} \in L^{\infty}(\Omega)$, satisfying the ellipticity condition a.s. Then, for almost all $\omega$, the matrix $A(x)=A\left(\tau_{x} \omega\right)$ admits homogenisation and the homogenised matrix $A^{h}$ is independent of $\omega$.

The explicit form of the homogenised matrix $A^{h}$ can be given in terms of averages of the coefficients with respect to the solutions of the cell problems. The cell problems are now random problems of similar form as their periodic counterparts,

$$
-\operatorname{div}\left(A(x) \operatorname{grad} w_{\lambda}\right)=\operatorname{div}(A(x) \lambda), \quad \lambda \in \mathbb{R}^{N}
$$

but now the periodicity boundary condition is replaced by the conditions that $\operatorname{grad} w_{\lambda}\left(\tau_{x} \omega\right)$ is invariant and $\left\langle w_{\lambda}\right\rangle=\mathbb{E}_{P}[w]=0$, and the average diffusivity is given formally by the same expression as in Theorem C.3.3, where now the averaging operator is to be understood in the above sense.

## Appendix D

## Some Facts from Dyadic Analysis

## (by George Dassios)

The dyadic representation is very useful in the following situations:

1. when we deal with more than one basis,
2. when we use curvilinear coordinates, where differential operators need to act on the components as well as on the basis elements,
3. in representing solutions of equations in a way that separates the variables from the parameters of the problem,
4. in performing successive algebraic operations in a systematic way,
5. in presenting complicated expressions in a compact and meaningful form.

The theory of dyadics was introduced and developed by J. W. Gibbs and first appeared in the celebrated book on vector calculus, first published in 1901, by E. B. Wilson [434]. Nevertheless, the most complete introduction to polyadics is contained in the monumental book Vector and Tensor Analysis by L. Brand [78].

If $\widehat{\mathbf{x}}_{1}, \widehat{\mathbf{x}}_{2}, \widehat{\mathbf{x}}_{3}$ are the basis vectors ${ }^{1}$ of a Cartesian system in $\mathbb{R}^{3}$, then any vector $\mathbf{x} \in \mathbb{R}^{3}$ is represented, with respect to this basis, as the linear combination

$$
\begin{equation*}
\mathbf{x}=x_{1} \widehat{\mathbf{x}}_{1}+x_{2} \widehat{\mathbf{x}}_{2}+x_{3} \widehat{\mathbf{x}}_{3}, \tag{D.1}
\end{equation*}
$$

where for $i=1,2,3$,

$$
\begin{equation*}
x_{i}=\mathbf{x} \cdot \widehat{\mathbf{x}}_{i} \tag{D.2}
\end{equation*}
$$

are the projections of $\mathbf{x}$ on the basis vectors.
Substituting (D.2) into (D.1) and using the commutative property of the inner product, we obtain

$$
\begin{equation*}
\mathbf{x}=\widehat{\mathbf{x}}_{1}\left(\widehat{\mathbf{x}}_{1} \cdot \mathbf{x}\right)+\widehat{\mathbf{x}}_{2}\left(\widehat{\mathbf{x}}_{2} \cdot \mathbf{x}\right)+\widehat{\mathbf{x}}_{3}\left(\widehat{\mathbf{x}}_{3} \cdot \mathbf{x}\right) . \tag{D.3}
\end{equation*}
$$

We can interpret the right-hand side of (D.3) as the inner product from the right of an entity consisting of the sum of three pairs of ordered basis vectors.

[^108]That is, if we denote the order relation by the tensor product symbol " $\otimes$ ", then (D.3) is written as

$$
\begin{equation*}
\mathrm{x}=\left(\widehat{\mathrm{x}}_{1} \otimes \widehat{\mathrm{x}}_{1}+\widehat{\mathrm{x}}_{2} \otimes \widehat{\mathrm{x}}_{2}+\widehat{\mathrm{x}}_{3} \otimes \widehat{\mathrm{x}}_{3}\right) \cdot \mathrm{x} \tag{D.4}
\end{equation*}
$$

More generally, if $\mathbf{a}_{i}$ and $\mathbf{b}_{i}, i=1,2, \ldots, n$, are any vectors in $\mathbb{R}^{3}$, then we can form the sum of ordered vectors

$$
\begin{equation*}
\widetilde{\widetilde{\mathbf{A}}}=\sum_{i=1}^{n} \mathbf{a}_{i} \otimes \mathbf{b}_{i} \tag{D.5}
\end{equation*}
$$

which defines ${ }^{2}$ a dyadic. Every term $\mathbf{a}_{i} \otimes \mathbf{b}_{i}$ of the dyadic is called a dyad. The vectors $\mathbf{a}_{i}$ are called antecedents and the vectors $\mathbf{b}_{i}$ are called consequents.

The dyadic

$$
\begin{equation*}
\widetilde{\widetilde{\mathbf{I}}}=\sum_{i=1}^{3} \widehat{\mathbf{x}}_{i} \otimes \widehat{\mathbf{x}}_{i}, \tag{D.6}
\end{equation*}
$$

where $\widehat{\mathbf{x}}_{i}, i=1,2,3$, are orthonormal basis vectors, represents the identity dyadic in $\mathbb{R}^{3}$, having the property

$$
\begin{equation*}
\tilde{\widetilde{\mathbf{I}}} \cdot \mathbf{x}=\mathbf{x} \cdot \tilde{\widetilde{\mathbf{I}}}=\mathbf{x}, \mathbf{x} \in \mathbb{R}^{3} . \tag{D.7}
\end{equation*}
$$

In analogy with a vector, which is an ordered set of scalars, a dyadic is an ordered set of vectors. It is actually a linear map $\mathbf{f}$ that acts on vectors through the inner product from the right, i.e.,

$$
\begin{equation*}
\mathbf{f}(\mathbf{x})=\widetilde{\widetilde{\mathbf{A}}} \cdot \mathbf{x}=\left(\sum_{i=1}^{n} \mathbf{a}_{i} \otimes \mathbf{b}_{i}\right) \cdot \mathbf{x}=\sum_{i=1}^{n} \mathbf{a}_{i}\left(\mathbf{b}_{i} \cdot \mathbf{x}\right) . \tag{D.8}
\end{equation*}
$$

The dyadic

$$
\begin{equation*}
(\widetilde{\widetilde{\mathbf{A}}})^{t r}=\sum_{i=1}^{n} \mathbf{b}_{i} \otimes \mathbf{a}_{i} \tag{D.9}
\end{equation*}
$$

is called the transpose of $\widetilde{\widetilde{\mathbf{A}}}$. The dyadic $\tilde{\tilde{\mathbf{A}}}$ is called symmetric if it coincides with its transpose, i.e., $\widetilde{\widetilde{\mathbf{A}}}=(\widetilde{\widetilde{\mathbf{A}}})^{\text {tr }}$, and it is called antisymmetric if it coincides with the opposite of its transpose, i.e., $\widetilde{\widetilde{\mathbf{A}}}=-(\widetilde{\widetilde{\mathbf{A}}})^{t r}$. Every dyadic can be decomposed into the sum of a symmetric and an antisymmetric dyadic according to the standard decomposition

$$
\begin{equation*}
\tilde{\widetilde{\mathbf{A}}}=(\tilde{\tilde{\mathbf{A}}})_{\text {sym }}+(\tilde{\tilde{\mathbf{A}}})_{\mathrm{ant}}=\frac{\tilde{\widetilde{\mathbf{A}}}+(\tilde{\tilde{\mathbf{A}}})^{t r}}{2}+\frac{\tilde{\mathbf{A}}-(\tilde{\tilde{\mathbf{A}}})^{t r}}{2} \tag{D.10}
\end{equation*}
$$

Obviously, the two vectors that define any dyad do not commute, but the action of $(\widetilde{\mathbf{A}})^{t r}$ on the vector $\mathbf{x}$ is equivalent to the action of $\widetilde{\widetilde{\mathbf{A}}}$ on the vector x from the left, i.e.,

$$
\begin{equation*}
(\widetilde{\widetilde{\mathbf{A}}})^{t r} \cdot \mathbf{x}=\mathbf{x} \cdot \widetilde{\widetilde{\mathbf{A}}}, \mathbf{x} \in \mathbb{R}^{3} \tag{D.11}
\end{equation*}
$$

[^109]Two dyadics $\widetilde{\widetilde{\mathbf{A}}}$ and $\widetilde{\widetilde{\mathbf{B}}}$ are equal if they act the same way on any vector, i.e., when

$$
\begin{equation*}
\widetilde{\widetilde{\mathbf{A}}} \cdot \mathbf{x}=\widetilde{\widetilde{\mathbf{B}}} \cdot \mathbf{x}, \mathbf{x} \in \mathbb{R}^{3} \tag{D.12}
\end{equation*}
$$

or equivalently, when

$$
\begin{equation*}
\mathbf{x} \cdot \widetilde{\widetilde{\mathbf{A}}}=\mathbf{x} \cdot \widetilde{\widetilde{\mathbf{B}}}, \mathbf{x} \in \mathbb{R}^{3} \tag{D.13}
\end{equation*}
$$

The zero dyadic $\widetilde{\widetilde{\mathbf{0}}}$ is defined by the relations

$$
\begin{equation*}
\widetilde{\widetilde{\mathbf{0}}} \cdot \mathbf{x}=\mathbf{x} \cdot \widetilde{\widetilde{\mathbf{0}}}=\mathbf{0}, \mathbf{x} \in \mathbb{R}^{3} \tag{D.14}
\end{equation*}
$$

The vector space operations of addition and scalar multiplication, as well as their properties, are transfered to the dyadics in a straightforward way. Indeed, we define the addition of dyadics as

$$
\begin{equation*}
(\widetilde{\widetilde{\mathbf{A}}}+\widetilde{\widetilde{\mathbf{B}}}) \cdot \mathbf{x}=\widetilde{\widetilde{\mathbf{A}}} \cdot \mathbf{x}+\widetilde{\widetilde{\mathbf{B}}} \cdot \mathbf{x}, \mathbf{x} \in \mathbb{R}^{3} \tag{D.15}
\end{equation*}
$$

and the scalar multiplication of dyadics as

$$
\begin{equation*}
(\lambda \widetilde{\widetilde{\mathbf{A}}}) \cdot \mathbf{x}=\widetilde{\widetilde{\mathbf{A}}} \cdot(\lambda \mathbf{x}), \lambda \in \mathbb{R}, \mathbf{x} \in \mathbb{R}^{3} \tag{D.16}
\end{equation*}
$$

and it is easily shown that these two operators satisfy all the "standard" properties. Therefore, the set of all dyadics in $\mathbb{R}^{3}$, equipped with the operation (D.15) and (D.16), defines a vector space $\mathcal{D}$ called the dyadic space.

Consider the vectors

$$
\begin{aligned}
& \mathbf{a}_{i}=a_{i}^{1} \widehat{\mathbf{x}}_{1}+a_{i}^{2} \widehat{\mathbf{x}}_{2}+a_{i}^{3} \widehat{\mathbf{x}}_{3}, i=1,2, \ldots, n \\
& \mathbf{b}_{i}=b_{i}^{1} \widehat{\mathbf{x}}_{1}+b_{i}^{2} \widehat{\mathbf{x}}_{2}+b_{i}^{3} \widehat{\mathbf{x}}_{3}, i=1,2, \ldots, n
\end{aligned}
$$

Then the dyadic $\widetilde{\widetilde{\mathbf{A}}}$ is written as

$$
\begin{align*}
\widetilde{\mathbf{A}}= & \sum_{i=1}^{n} \mathbf{a}_{i} \otimes \mathbf{b}_{i}=\left(\sum_{i=1}^{n} \mathbf{a}_{i} b_{i}^{1}\right) \otimes \widehat{\mathbf{x}}_{1}+\left(\sum_{i=1}^{n} \mathbf{a}_{i} b_{i}^{2}\right) \otimes \widehat{\mathbf{x}}_{2}+\left(\sum_{i=1}^{n} \mathbf{a}_{i} b_{i}^{3}\right) \otimes \widehat{\mathbf{x}}_{3} \\
& =\widehat{\mathbf{x}}_{1} \otimes\left(\sum_{i=1}^{n} a_{i}^{1} \mathbf{b}_{i}\right)+\widehat{\mathbf{x}}_{2} \otimes\left(\sum_{i=1}^{n} a_{i}^{2} \mathbf{b}_{i}\right)+\widehat{\mathbf{x}}_{3} \otimes\left(\sum_{i=1}^{n} a_{i}^{3} \mathbf{b}_{i}\right), \tag{D.17}
\end{align*}
$$

which shows that every dyadic in $\mathbb{R}^{3}$ can be written as a sum of three dyads. Similarly, using the distributive law, we can write any dyadic in the form

$$
\begin{equation*}
\widetilde{\widetilde{\mathbf{A}}}=\sum_{i, j=1}^{3} A_{i j} \widehat{\mathbf{x}}_{i} \otimes \widehat{\mathbf{x}}_{j} \tag{D.18}
\end{equation*}
$$

which implies immediately that the set

$$
\begin{equation*}
\mathcal{B}=\left\{\widehat{\mathbf{x}}_{i} \otimes \widehat{\mathbf{x}}_{j}: i=1,2,3 \text { and } j=1,2,3\right\} \tag{D.19}
\end{equation*}
$$

provides a basis for the dyadic space $\mathcal{D}$.
Note that when there is no ambiguity about the reference system, we specify a vector as ordered scalars, i.e., $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right)$, where $x_{1}, x_{2}, x_{3}$ are the components of $\mathbf{x}$ with respect to the suppressed basis vectors $\widehat{\mathbf{x}}_{1}, \widehat{\mathbf{x}}_{2}$,
$\widehat{\mathbf{x}}_{3}$. If we try to do the same with the dyadic $\widetilde{\widetilde{\mathbf{A}}}$ given in (D.18), we see that because of the double index in the components $A_{i j}$, we need to order these components in two dimensions, and this ordering yields the matrix

$$
\begin{equation*}
\mathbb{A}=\left[A_{i j}\right] \tag{D.20}
\end{equation*}
$$

which is called the nonion form of the dyadic $\widetilde{\widetilde{\mathbf{A}}}$ with respect to the basis $\widehat{\mathbf{x}}_{1}, \widehat{\mathbf{x}}_{2}, \widehat{\mathbf{x}}_{3}$. Therefore, a dyadic is nothing more than the representation of a linear map in such a way that not only the components $A_{i j}$ but also the basis dyads $\widehat{\mathbf{x}}_{i} \otimes \widehat{\mathbf{x}}_{j}$ are "visible" in the representation. In the same way, the representation (D.1) of a vector shows both the components and the basis vectors, while in the representation $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right)$, the basis vectors are suppressed. In this respect, a dyadic is formed by ordering vectors.

A dyadic is called complete if its range is three-dimensional, i.e., if the dyadic maps $\mathbb{R}^{3}$ to $\mathbb{R}^{3}$; otherwise it is called singular. Then, a dyadic is invertible if and only if it is complete. The inverse of a dyadic is defined by the property

$$
\begin{equation*}
\widetilde{\widetilde{\mathbf{A}}} \cdot(\widetilde{\widetilde{\mathbf{A}}})^{-1}=(\widetilde{\widetilde{\mathbf{A}}})^{-1} \cdot \widetilde{\widetilde{\mathbf{A}}}=\widetilde{\widetilde{\mathbf{I}}} . \tag{D.21}
\end{equation*}
$$

As a general rule, the properties and the conditions that one needs to know in order to perform calculations at the dyadic level are identical with the corresponding ones at the matrix level. For example, a dyadic is invertible if and only if its nonion form is invertible. Similarly, a dyadic is singular if and only if there is a nonzero vector that the dyadic maps to zero. Furthermore, one can show that the dyadic

$$
\begin{equation*}
\widetilde{\widetilde{\mathbf{A}}}=\mathbf{a}_{1} \otimes \mathbf{b}_{1}+\mathbf{a}_{2} \otimes \mathbf{b}_{2}+\mathbf{a}_{3} \otimes \mathbf{b}_{3} \tag{D.22}
\end{equation*}
$$

is complete if and only if $\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{a}_{3}$ and $\mathbf{b}_{1}, \mathbf{b}_{2}, \mathbf{b}_{3}$ form two sets of linearly independent vectors. It is straightforward to show that if only two of the three vectors $\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{a}_{3}$ are linearly independent, then the dyadic can be written as the sum of two dyads. Such a dyadic is called planar because its range is two-dimensional. If only one of the vectors $\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{a}_{3}$ is linearly independent, then the dyadic can be represented by a single dyad. In this case, the dyadic is called linear, since its range is restricted to a line.

The following products, which are defined for dyads, can be extended by linearity arguments to any general dyadic

$$
\begin{align*}
(\mathbf{a} \otimes \mathbf{b}) \cdot(\mathbf{c} \otimes \mathbf{d}) & =(\mathbf{b} \cdot \mathbf{c}) \mathbf{a} \otimes \mathbf{d}  \tag{D.23}\\
(\mathbf{a} \otimes \mathbf{b}):(\mathbf{c} \otimes \mathbf{d}) & =(\mathbf{b} \cdot \mathbf{c})(\mathbf{a} \cdot \mathbf{d})  \tag{D.24}\\
(\mathbf{a} \otimes \mathbf{b}) \times \mathbf{c} & =\mathbf{a} \otimes(\mathbf{b} \times \mathbf{c})  \tag{D.25}\\
\mathbf{c} \times(\mathbf{a} \otimes \mathbf{b}) & =(\mathbf{c} \times \mathbf{a}) \otimes \mathbf{b}  \tag{D.26}\\
(\mathbf{a} \otimes \mathbf{b})_{\times}(\mathbf{c} \otimes \mathbf{d}) & =(\mathbf{b} \cdot \mathbf{c}) \otimes(\mathbf{a} \times \mathbf{d}) .  \tag{D.27}\\
(\mathbf{a} \otimes \mathbf{b})_{\times}^{\times}(\mathbf{c} \otimes \mathbf{d}) & =(\mathbf{b} \times \mathbf{c}) \otimes(\mathbf{a} \times \mathbf{d}) . \tag{D.28}
\end{align*}
$$

The most important characteristics of a dyadic are its invariants. These are particular expressions of the antecedents and the consequents of the
dyadic that stay invariant under any change of the basis vectors. Therefore, they carry the structure of the dyadic and are independent of the choice of basis. Every dyadic has six invariants - three scalar, two vector and one dyadic. The dyadic

$$
\begin{equation*}
\widetilde{\widetilde{\mathbf{A}}}=\mathbf{a} \otimes \ell+\mathbf{b} \otimes \mathbf{m}+\mathbf{c} \otimes \mathbf{n} \tag{D.29}
\end{equation*}
$$

has the first, second and third scalar invariants

$$
\begin{align*}
\varphi_{1} & =\mathbf{a} \cdot \boldsymbol{\ell}+\mathbf{b} \cdot \mathbf{m}+\mathbf{c} \cdot \mathbf{n},  \tag{D.30}\\
\varphi_{2} & =(\mathbf{a} \times \mathbf{b}) \cdot(\boldsymbol{\ell} \times \mathbf{m})+(\mathbf{b} \times \mathbf{c}) \cdot(\mathbf{m} \times \mathbf{n})+(\mathbf{c} \times \mathbf{a}) \cdot(\mathbf{n} \times \boldsymbol{\ell})  \tag{D.31}\\
\varphi_{3} & =(\mathbf{a} \times \mathbf{b} \cdot \mathbf{c})(\boldsymbol{\ell} \times \mathbf{m} \cdot \mathbf{n}) \tag{D.32}
\end{align*}
$$

the first and second vector invariants

$$
\begin{align*}
& \phi_{1}=\mathbf{a} \times \boldsymbol{\ell}+\mathbf{b} \times \mathbf{m}+\mathbf{c} \times \mathbf{n},  \tag{D.33}\\
& \phi_{2}=(\mathbf{a} \times \mathbf{b}) \times(\boldsymbol{\ell} \times \mathbf{m})+(\mathbf{b} \times \mathbf{c}) \times(\mathbf{m} \times \mathbf{n})+(\mathbf{c} \times \mathbf{a}) \times(\mathbf{n} \times \boldsymbol{\ell}), \tag{D.34}
\end{align*}
$$

and the dyadic invariant

$$
\begin{equation*}
\widetilde{\widetilde{\mathbf{\Phi}}}=(\mathbf{a} \times \mathbf{b}) \otimes(\boldsymbol{\ell} \times \mathbf{m})+(\mathbf{b} \times \mathbf{c}) \otimes(\mathbf{m} \times \mathbf{n})+(\mathbf{c} \times \mathbf{a}) \otimes(\mathbf{n} \times \boldsymbol{\ell}) \tag{D.35}
\end{equation*}
$$

Note that $\varphi_{2}$ is the first scalar invariant and $\phi_{2}$ is the first vector invariant of the dyadic invariant $\widetilde{\widetilde{\boldsymbol{\Phi}}}$. The scalar invariants $\varphi_{1}$ and $\varphi_{3}$ are the trace and the determinant, respectively, of any nonion form of $\widetilde{\widetilde{\mathbf{A}}}$.

We can extend the theory of dyadics to include linear combinations of three ordered vectors $\mathbf{a} \otimes \mathbf{b} \otimes \mathbf{c}$, which defines a triadic; four ordered vectors $\mathbf{a} \otimes \mathbf{b} \otimes \mathbf{c} \otimes \mathbf{d}$, which defines a tetradic; five ordered vectors $\mathbf{a} \otimes \mathbf{b} \otimes \mathbf{c} \otimes \mathbf{d} \otimes \mathbf{e}$, which defines a pentadic; and in general to include $n$-ordered vectors $\mathbf{a}_{1} \otimes$ $\mathbf{a}_{2} \otimes \cdots \otimes \mathbf{a}_{n}$, which defines a polyadic of order $n$. The terms of a polyadic acts on vectors as

$$
\begin{equation*}
\mathbf{a}_{1} \otimes \mathbf{a}_{2} \otimes \cdots \otimes \mathbf{a}_{n} \cdot \mathbf{x}=\left(\mathbf{a}_{n} \cdot \mathbf{x}\right) \mathbf{a}_{1} \otimes \mathbf{a}_{2} \otimes \cdots \otimes \mathbf{a}_{n=1} \tag{D.36}
\end{equation*}
$$

The nonion form of a polyadic of order $n$ is a tensor of order $n$. In every case, the relative inner and cross products are acting between the neighbouring vectors, as the following examples show;

$$
\begin{gather*}
(\mathbf{a} \otimes \mathbf{b} \otimes \mathbf{c} \otimes \mathbf{d})_{\times}^{\times}(\mathbf{e} \otimes \mathbf{f} \otimes \mathbf{g})=\mathbf{a} \otimes \mathbf{b} \otimes(\mathbf{d} \times \mathbf{e}) \otimes(\mathbf{c} \otimes \mathbf{f}) \otimes \mathbf{g} .(\mathrm{D} .37) \\
(\mathbf{a} \otimes \mathbf{b} \otimes \mathbf{c}):(\mathbf{e} \otimes \mathbf{f} \otimes \mathbf{g})=(\mathbf{c} \cdot \mathbf{e})(\mathbf{b} \cdot \mathbf{f})(\mathbf{a} \cdot \mathbf{g}) .  \tag{D.38}\\
(\mathbf{a} \otimes \mathbf{b} \otimes \mathbf{c})_{\stackrel{\times}{\times}}^{\times(\mathbf{e} \otimes \mathbf{f} \otimes \mathbf{g} \otimes \mathbf{h})=(\mathbf{b} \cdot \mathbf{f})(\mathbf{c} \otimes \mathbf{e}) \otimes(\mathbf{a} \times \mathbf{g}) \otimes \mathbf{h} .} \tag{D.39}
\end{gather*}
$$

The associative and distributive laws can extend these definitions to any combination of terms.

Observe that the top cross product comes first in the order of the vectors, then the second one, and so on. It is obvious that the inner product annihilates two orders and the cross product annihilates one order from the total polyadic formed by the factor polyadics.

Just as a dyadic is a linear operator that maps vectors to vectors, a triadic is a linear operator that maps vectors to dyadics, a tetradic is a linear operator that maps vectors to triadics and so on. A polyadic of order $n$ is an operator that maps vectors to polyadics of order $n-1$. By using double, triple, or higher-order inner products we can arrange to map polyadics of any order to polyadics of any other order. For example, relation (D.38) defines an operator that maps triadics to scalars.

For any symmetric dyadic $\widetilde{\widetilde{\mathbf{A}}}$ there exist an orthonormal set of vectors $\widehat{\mathbf{e}}_{1}, \widehat{\mathbf{e}}_{2}, \widehat{\mathbf{e}}_{3}$ and three real numbers $\lambda_{1}, \lambda_{2}, \lambda_{3}$, in terms of which the dyadic has the representation

$$
\begin{equation*}
\widetilde{\widetilde{\mathbf{A}}}=\lambda_{1} \widehat{\mathbf{e}}_{1} \otimes \widehat{\mathbf{e}}_{1}+\lambda_{2} \widehat{\mathbf{e}}_{2} \otimes \widehat{\mathbf{e}}_{2}+\lambda_{3} \widehat{\mathbf{e}}_{3} \otimes \widehat{\mathbf{e}}_{3} \tag{D.40}
\end{equation*}
$$

If $\mathbb{A}$ represents a nonion form of $\widetilde{\widetilde{\mathbf{A}}}$, then $\lambda_{1}, \lambda_{2}, \lambda_{3}$ are the eigenvalues and $\widehat{\mathbf{e}}_{1}, \widehat{\mathbf{e}}_{2}, \widehat{\mathbf{e}}_{3}$ are the eigenvectors of the symmetric matrix $\mathbb{A}$.

If the vectors that enter the expression of a polyadic are functions of some particular variables, then the linear operators of differentiation and integration act on any polyadic component-wise according to the known properties of the differentiation and integration.

Polyadics appear naturally in analysis as follows. Suppose we want to calculate the directional derivative of the function $f=f(\mathbf{r})$ in the direction $\widehat{\mathbf{e}}=(\cos \alpha, \cos \beta, \cos \gamma)$ at the point $\mathbf{r}_{0}$, where $\alpha, \beta, \gamma$ are the angles that the direction $\widehat{\mathbf{e}}$ makes with the three Cartesian axes. The ray that emanates from $\mathbf{r}_{0}$ in the direction $\widehat{\mathbf{e}}$ is given by the equation $\mathbf{r}=\mathbf{r}_{0}+s \widehat{\mathbf{e}}$, and by the chain rule we obtain

$$
\begin{align*}
\frac{d f\left(\mathbf{r}_{0}\right)}{d s} & =\frac{\partial f\left(\mathbf{r}_{0}\right)}{\partial x_{1}} \frac{d x_{1}}{d s}+\frac{\partial f\left(\mathbf{r}_{0}\right)}{\partial x_{2}} \frac{d x_{2}}{d s}+\frac{\partial f\left(\mathbf{r}_{0}\right)}{\partial x_{3}} \frac{d x_{3}}{d s} \\
& =\frac{\partial f\left(\mathbf{r}_{0}\right)}{\partial x_{1}} \cos \alpha+\frac{\partial f\left(\mathbf{r}_{0}\right)}{\partial x_{2}} \cos \beta+\frac{\partial f\left(\mathbf{r}_{0}\right)}{\partial x_{3}} \cos \gamma \\
& =\frac{\partial f\left(\mathbf{r}_{0}\right)}{\partial x_{1}}\left(\widehat{\mathbf{x}}_{1} \cdot \widehat{\mathbf{e}}\right)+\frac{\partial f\left(\mathbf{r}_{0}\right)}{\partial x_{2}}\left(\widehat{\mathbf{x}}_{2} \cdot \widehat{\mathbf{e}}\right)+\frac{\partial f\left(\mathbf{r}_{0}\right)}{\partial x_{3}}\left(\widehat{\mathbf{x}}_{3} \cdot \widehat{\mathbf{e}}\right) \\
& =\widehat{\mathbf{e}} \cdot\left(\widehat{\mathbf{x}}_{1} \frac{\partial f\left(\mathbf{r}_{0}\right)}{\partial x_{1}}+\widehat{\mathbf{x}}_{2} \frac{\partial f\left(\mathbf{r}_{0}\right)}{\partial x_{2}}+\widehat{\mathbf{x}}_{3} \frac{\partial f\left(\mathbf{r}_{0}\right)}{\partial x_{3}}\right) \tag{D.41}
\end{align*}
$$

Consequently, we arrive at the well-known formula ${ }^{3}$

$$
\begin{equation*}
D_{\widehat{\mathbf{e}}} f\left(\mathbf{r}_{0}\right)=\widehat{\mathbf{e}} \cdot \nabla f\left(\mathbf{r}_{0}\right) \tag{D.42}
\end{equation*}
$$

where $D_{\widehat{\mathbf{e}}}$ denotes the directional derivative in the direction $\widehat{\mathbf{e}}$. Formula (D.42) shows that the infinite set of directional derivatives of the scalar function $f$ is replaced by the vector function $\nabla f$, and every directional derivative is synthesised via this formula. In a similar way, for the directional derivative of the vector function $\mathbf{f}$ we obtain

$$
\begin{equation*}
D_{\widehat{\mathbf{e}}} \mathbf{f}\left(\mathbf{r}_{\mathbf{0}}\right)=\widehat{\mathbf{e}} \cdot\left(\nabla \otimes \mathbf{f}\left(\mathbf{r}_{\mathbf{0}}\right)\right), \tag{D.43}
\end{equation*}
$$

[^110]which shows that the infinite set of directional derivatives of the vector function $\mathbf{f}$ is replaced by the dyadic function $\nabla \otimes \mathbf{f}$. In the general case, the infinite set of directional derivatives of the polyadic $\widetilde{\widetilde{\mathbf{P}}}$ of order $n$ is replaced by the polyadic $\nabla \otimes \widetilde{\widetilde{\mathbf{P}}}$ of order $n+1$.

The significance of the basic differential operators of divergence $\nabla \cdot \mathbf{f}$ and rotation $\nabla \times \mathbf{f}$ is that these two forms are the first scalar and the first vector invariants of the dyadic $\nabla \otimes \mathbf{f}$, which incorporates all directional derivatives of the vector field $\mathbf{f}$. If $\mathbf{f}=\nabla \phi$, then the two basic invariants of the dyadic field $\nabla \otimes \nabla \phi$ provide the formulae

$$
\begin{equation*}
\nabla \cdot \nabla \phi=\nabla^{2} \phi=\Delta \phi=\frac{\partial^{2} \phi}{\partial x_{1}^{2}}+\frac{\partial^{2} \phi}{\partial x_{2}^{2}}+\frac{\partial^{2} \phi}{\partial x_{3}^{2}} \tag{D.44}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla \otimes \nabla \phi=\mathbf{0} \tag{D.45}
\end{equation*}
$$

Similarly, if $\mathbf{f}=\nabla \times \mathbf{g}$, then

$$
\begin{equation*}
\nabla \cdot(\nabla \times \mathbf{g})=0 \tag{D.46}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla \times(\nabla \times \mathbf{g})=\nabla(\nabla \cdot \mathbf{g})-\Delta \mathbf{g} \tag{D.47}
\end{equation*}
$$

The general Gauss theorem for the continuously differentiable polyadic $\widetilde{\widetilde{\mathbf{P}}}$ of any order in a smooth domain $V$ with boundary $S$ and outward unit normal $\widehat{\mathbf{n}}$ assumes the form

$$
\begin{equation*}
\int_{V} \nabla \otimes \widetilde{\widetilde{\mathbf{P}}} d v=\oint_{S} \widehat{\mathbf{n}} \otimes \widetilde{\widetilde{\mathbf{P}}} d s \tag{D.48}
\end{equation*}
$$

Similarly, the general Stokes theorem for the continuously differentiable polyadic $\widetilde{\widetilde{\mathbf{P}}}$ of any order on a smooth surface $S$ with unit normal $\widehat{\mathbf{n}}$, having boundary $C$ with tangential unit vector $\widehat{\mathbf{T}}$, assumes the form

$$
\begin{equation*}
\int_{S} \widehat{\mathbf{n}} \times \nabla \otimes \widetilde{\widetilde{\mathbf{P}}} d s=\oint_{C} \widehat{\mathbf{T}} \otimes \widetilde{\widetilde{\mathbf{P}}} d l \tag{D.49}
\end{equation*}
$$

where the integration over the line integral is taken in the positive direction with respect to the orientation of the surface $S$ that has $\widehat{\mathbf{n}}$ as its unit normal.

Obviously, by taking invariants of the general theorems of Gauss and Stokes, we obtain other forms of integral theorems. For example, if $\widetilde{\widetilde{\mathbf{P}}}$ is the vector field $\mathbf{f}$, then the first scalar invariants of the dyadic equations (D.48) and (D.49) recover the classical theorems of Gauss and Stokes

$$
\begin{equation*}
\int_{V} \nabla \cdot \mathbf{f} d v=\oint_{S} \widehat{\mathbf{n}} \cdot \mathbf{f} d s \tag{D.50}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{S} \widehat{\mathbf{n}} \times \nabla \cdot \mathbf{f} d s=\int_{S} \widehat{\mathbf{n}} \cdot \nabla \times \mathbf{f} d s=\oint_{C} \widehat{\mathbf{T}} \cdot \mathbf{f} d l \tag{D.51}
\end{equation*}
$$

respectively.

## Appendix E

## Notation and abbreviations

Following is a list of notations and abbreviations used in this book for quick reference for the convenience of the reader.
$\triangleright \mathcal{O} \subset \mathbb{R}^{3}$ is an open bounded domain.
$\triangleright \Gamma=\partial \mathcal{O}$ the boundary of $\mathcal{O}$.
$\triangleright \mathcal{O}_{e}$ is the complement of $\mathcal{O}$ in $\mathbb{R}^{3}$, an exterior domain.
$\triangleright L^{p}(\mathcal{O})$ is the Lebesgue space of $p$-integrable functions $u: \mathcal{O} \rightarrow \mathbb{R}$.
$\triangleright W^{m, p}(\mathcal{O})$ is the Sobolev space of functions $u: \mathcal{O} \rightarrow \mathbb{R}$, with generalised derivatives up to $m$ order in $L^{p}(\mathcal{O})$.
$\triangleright X$ is a Banach space, $\|\cdot\|_{X}$ its norm, $X^{\prime}$ its dual, $\langle\cdot, \cdot\rangle_{X^{\prime}, X}$ the duality pairing between them.
$\triangleright \mathbb{H}$ is used as a symbol for a "generic" Hilbert space, and $(\cdot, \cdot)$ is used for the inner product in this space.
$\triangleright L^{p}([0, T], \mathbb{H})$ is the space of $p$-integrable functions $u:[0, T] \rightarrow \mathbb{H}$.
$\triangleright C^{k}([0, T], \mathbb{H}), k \in \mathbb{N}_{0}$ is the space of $k$-times continuously differentiable functions $u:[0, T] \rightarrow \mathbb{H}$.
$\triangleright W^{m, p}([0, T], \mathbb{H})$ is the Sobolev-Bochner space of $m$-times weakly differentiable in $L^{p}([0, T], \mathbb{H})$ functions $u:[0, T] \rightarrow \mathbb{H}$.
$\triangleright \rightarrow$ denotes strong convergence.
$\triangleright \rightharpoonup$ denotes weak convergence.
$\triangleright \stackrel{*}{\rightharpoonup}$ denotes weak- $\star$ convergence.
$\triangleright \star$ denotes convolution.
$\triangleright \stackrel{c}{\hookrightarrow}$ is the symbol used for a compact embedding.
$\triangleright \widehat{u}$ denotes the Laplace transform of a vector-valued function $u$.
$\triangleright \widetilde{u}$ denotes the Fourier transform of a vector-valued function $u$.
$\triangleright(\Omega, \mathscr{F}, P)$ is used for a probability space, and $\omega$ denotes a realisation of the random variable $X: \Omega \rightarrow \mathbb{H}$.
$\triangleright \mathbb{E}_{P}[X]=\int_{\Omega} X d P$ is the expectation of the random variable $X$.
$\triangleright \mathbb{E}_{P}[X \mid \mathscr{G}]$ is the conditional expectation of $X$ with respect to the $\sigma$-subalgebra $\mathscr{G}$ of $\mathscr{F}$.
$\triangleright L^{p}(\Omega, \mathscr{F}, P ; \mathbb{H})$ is the space of $\mathbb{H}$-valued, $\mathscr{F}$-measurable random variables, $X: \Omega \rightarrow \mathbb{H}$, such that $\mathbb{E}_{P}\left[\|X\|_{\mathbb{H}}^{p}\right]<\infty$.
$\triangleright W(t)$ is the $Q$-Wiener process and $\check{W}(t)$ is the cylindrical Wiener process.
$\triangleright \int_{0}^{t} \mathrm{Q}_{\mathrm{A}} d W(s)$ is the Itō integral of the operator valued process $\mathrm{Q}_{\mathrm{A}}$.
$\triangleright H(\operatorname{div}, \mathcal{O})=\left\{u \in\left(L^{2}(\mathcal{O})\right)^{3}: \operatorname{div} u \in L^{2}(\mathcal{O})\right\}$.
$\triangleright H_{0}(\operatorname{div}, \mathcal{O})=\left\{u \in H(\operatorname{div}, \mathcal{O}):\left.u \cdot n\right|_{\Gamma}=0\right\}$.
$\triangleright H(\operatorname{div} 0, \mathcal{O})=\left\{u \in\left(L^{2}(\mathcal{O})\right)^{3}: \operatorname{div} u=0\right\}$.
$\triangleright H_{0}(\operatorname{div} 0, \mathcal{O}):=\{u \in H(\operatorname{div} 0, \mathcal{O}): u \cdot n=0$ on $\Gamma\}$.
$\triangleright H(\operatorname{curl}, \mathcal{O})=\left\{u \in\left(L^{2}(\mathcal{O})\right)^{3}: \operatorname{curl} u \in\left(L^{2}(\mathcal{O})\right)^{3}\right\}$.
$\triangleright H_{0}(\operatorname{curl}, \mathcal{O})=\left\{u \in H(\operatorname{curl}, \mathcal{O}): n \times\left. u\right|_{\Gamma}=0\right\}$.
$\triangleright \mathrm{X}:=\left(L^{2}(\mathcal{O})\right)^{3}$.
$\triangleright \mathbb{X}:=\mathrm{X} \times \mathrm{X}$.
$\triangleright \mathbb{X}_{\mathrm{M}}:=H_{0}(\operatorname{curl}, \mathcal{O}) \times H(\operatorname{curl}, \mathcal{O})$.
$\triangleright \mathfrak{X}_{1}:=H_{0}(\operatorname{curl}, \mathcal{O}) \cap H(\operatorname{div} 0, \mathcal{O})$.
$\triangleright \mathfrak{X}_{2}:=H(\operatorname{curl}, \mathcal{O}) \cap H_{0}(\operatorname{div} 0, \mathcal{O})$.
$\triangleright \mathfrak{X}_{\mathrm{M}}:=\mathfrak{X}_{1} \times \mathfrak{X}_{2}$.
$\triangleright \mathrm{M}$ is the Maxwell operator, $\mathrm{M}:=\left(\begin{array}{cc}0 & \text { curl } \\ -\operatorname{curl} & 0\end{array}\right)$.
$\triangleright\left\{\mathrm{T}_{\mathrm{M}}(t)\right\}_{t \in \mathbb{R}^{+}}$is the semigroup generated by M .
$\triangleright \mathrm{A}_{\text {or }}(x)=\left(\begin{array}{ll}\varepsilon(x) & \xi(x) \\ \zeta(x) & \mu(x)\end{array}\right)$ is the $6 \times 6$ optical response matrix, and $\mathrm{M}_{\mathrm{A}}$ is the modified Maxwell operator, $\mathrm{M}_{\mathrm{A}}=\mathrm{A}_{\text {or }}^{-1} \mathrm{M}$.
$\triangleright\left\{\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(t)\right\}_{t \in \mathbb{R}^{+}}$is the semigroup generated by $\mathrm{M}_{\mathrm{A}}$.
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spherical Bessel, second kind, 96
spherical Hankel, 120
first kind, 96
spherical wave, 96
Gauss divergence theorem, 18
Gauss's laws, 10
Gelfand triple, 44, 177, 294
Green function
dyadic, 124
Green's formulae, 46, 55
Hölder seminorms, 41
Hankel function, spherical, 120
Harmonic time dependence, 18
Helmholtz equation, 24, 97, 98
Herglotz kernel, 130
electric, 132
vector, 130
Herglotz norm, 129
Herglotz pairs, chiral, 132
Herglotz scalar wave function, 130
Herglotz vector wave function, 130
Herglotz wave functions, 129
Hilbert uniqueness method (HUM), 167
Homogenisation, 9
deterministic
Bloch wave method, 211
formulation, 181
general bianisotropic media, 199
optical response region, 188
periodic unfolding, 203
two-scale convergence, 207
two-scale expansion, 184-187
periodic media, 30
random
two-scale expansion, 282-284
random media, 36
stochastic
ergodic media, 276
ergodicity, 275,276
formulation, 279
solvability, 284
stationarity, 276
Image
curl, 52
grad, 52
Integral identities, 46
Integral representation
Beltrami fields, 98
exterior, 99
interior, 98
scattered field, 124
scattering problems, 98
Stratton-Chu, 99
Interior domain problems, 28
Interior problem
saddle point formulation, 73
Interior problems, time-harmonic, 23
Inverse problems, 144
Itō drift, 324
Itō process, 324
Itō's lemma, 324
Itō integral, 34
Jump relations, 47, 55
Kernel
curl, 52, 55
div, 52,55
Kernels
dielectric susceptibility, $\chi^{\mathrm{e}}(t), 16$
Herglotz, 130
electric, 132
vector, 130
magnetic susceptibility, $\chi^{\mathrm{m}}(t), 16$
magnetoelectric, $\chi^{\mathrm{em}}(t), \chi^{\mathrm{me}}(t), 16$
Lax-Milgram lemma, application in electromagnetics, 65
Layer potentials, 100
Local model
stochastic
finite-energy divergence-free solutions, 255
finite-energy solutions, 255
Low chirality approximation, 108
Low chirality behaviour, 70
Low-frequency theory, 125
far-field behaviour, 128
scattering problems, 125
Magnetic field, $H, 9$
Magnetic flux density, $B, 9$
Magnetic susceptibility kernel, $\chi^{\mathrm{m}}(t), 16$
Magnetoelectric kernels, $\chi^{\mathrm{em}}(t), \chi^{\mathrm{me}}(t)$, 16
Maxwell equations, 9, 23
abstract form, 12
control, 29
discretised versions, 81
exterior problems, 25
initial conditions, 10
interior problems, 28
nonlinear media, 31
perfect conductor boundary condition, 10
periodic media, 30
radiation condition, 106
random media, 36
scattering problems, 26
stochastic, 32, 34
time-harmonic
weak formulation, 63
transmission problems, 25
Maxwell operator
(M), 12
modified ( $\mathrm{M}_{\mathrm{A}}$ ), 58
group generation, 58
Maxwell operator (M), 56
group generation, 57
properties, 57
Maxwell system, 10
Media
dissipative, 16
ergodic, 276, 278
Mild solutions, 153
stochastic, 251
Noise
additive, 248
multiplicative, 248
Nonlinear
a priori estimates, 233
dispersion effect, 240
Faedo-Galerkin method, 233
finite-dimensional approximation, 236
global existence, 241
soliton-type solutions, 243
solvability, 238
steep kernels assumption, 240
stochastic problems, 262
Nonlinear deterministic complex media
constitutive relations, 231
Nonlinearity
convex, 233
monotone, 232

Normalised outgoing spherical vector wave functions, 97
Normalised spherical harmonic functions
real scalar
even, 96
odd, 96
real vector, 97

Ohm's law, 11
Operator
$M$-type, 315
Curl, 47, 55
Div, 48, 55
Grad, 47, 55
curl, 45, 54
div, 45,54
grad, 45, 54
$\overrightarrow{\text { Curl, }} 55$
$\Lambda, 166,172$
Beltrami, 125
boundary integral, 100
coercive, 315
diagrams, 46, 54
far-field, 120
hemicontinuous, 315
Hilbert-Schmidt, 307
Maxwell (M), 12, 56
group generation, 57
properties, 57
Maxwell modified ( $\mathrm{M}_{\mathrm{A}}$ ), 58
group generation, 58
Moisil-Teodorescu, 140
monotone, 233, 315
nonlinear, 315
normal trace, 46
nuclear, 307
strictly monotone, 315
tangential components trace, 46
tangential trace, 46
trace, 46
normal, 51
tangential, 51
tangential components, 51
trace class, 307
square root, 307
weakly coercive, 315
Operators of vector analysis
range, 54
Optical response, $\mathrm{A}_{\text {or }}, 14$
Optimal control, 29
Passive medium, 17
Perfect conductor problem
existence uniqueness, 99
Periodic structures
scattering problems, 142
Polarised wave
circularly
left(LCP), 85
right(RCP), 85
elliptically, 84
linearly, 85
Poynting theorem, 16
Poynting vector, 16
Pseudoparabolic equations, 162
Quaternia
biquaternia, 140
chiral media, 140
Moisil-Teodorescu operator, 140
Radiation condition, 25
Silver-Müller, 25
Sommerfeld, 25, 113, 222
Reciprocity principle
chiral media, 133
far-field pattern, 119
Reciprocity relation
spherical waves, 122
Resonating cavity (interior) problem, 24
Saddle point formulation
interior problem, 73
Scattering, 9
evolution problems
asymptotically equal solutions, 216
basic strategies, 214
free problem, 213
generalised eigenfunction expansion, 218
limiting absorption arinciple, 222
perturbed problem, 213
wave operator, 216
limiting absorption principle, 106
limiting amplitude principle, 105
time-harmonic problems
Herglotz functions, 129
Atkinson-Wilcox expansion, 114
Atkinson-Wilcox expansion theorem, 124
Beltrami fields, 86
Beltrami-Herglotz functions, 130
boundary integral equations, 101, 106
domain derivative, 136
far-field operator, 118
far-field operators, 135
far-field pattern, 115, 118
Herglotz pairs, 132
Herglotz wave functions, 129
incident fields, 88
integral representations, 98
low chirality approximation, 108
low-frequency theory, 125
optical theorem, 117, 118
perfect conductor problem, 89
periodic structures, 142
quaternionic approach, 140
scatterer boundary dependence, 138
scattering problem formulation, 88
solvability, 99
spherical waves, 120
statement, 26
transmission problem, 90
Scattering cross section, 116, 122
Scattering relations
spherical waves, 120
Scattering theorem, 119
spherical waves, 122
Silver-Müller radiation conditions, 25, 27
Six-vector notation, 12
current, $j, 12$
electromagnetic field, $u, 12$
electromagnetic flux density, d, 12
Small chirality behaviour, 74
limit as $\beta \rightarrow 0,72,73$
Sobolev embeddings, 53
Solvability
deterministic
evolution families approach, 158
Faedo-Galerkin approach, 159
nonlinear, 232-241
semigroup approach, 153
stochastic, 250
evolution families approach, 255
Faedo-Galerkin approach, 256
semigroup approach, 251
Wiener chaos approach, 257
time-dependent problems
deterministic, 153
time-harmonic
boundary integral operators, 100
exterior problem, 74,77
interior problem, 62, 68
layer potentials, 100
Spaces, 38
$H_{\text {Div }, l o c}^{1}(\Gamma), 51$
$H_{\text {Div, } l o c}^{1}\left(\mathcal{O}_{e}\right), 51$
$H_{\text {Div }}^{1}(\mathcal{O}), 51$
$H_{0}^{\mathrm{s}}(\mathcal{O}), 41$
$W_{0}^{m, p}(\mathcal{O}), 40$
$\mathbb{T}_{\mathrm{L}}^{2}\left(S^{2}\right), 130$
$C^{0,1}(\mathcal{O}), 39$
$C^{\infty}(\mathcal{O}), 39$
$C^{k, \alpha}(\mathcal{O}), 39$
$C^{k}(\mathcal{O}), 38$
$C_{0}^{k}(\mathcal{O}), 38$
$C_{0}^{\infty}(\mathcal{O}), 39$
$C_{t}(\Gamma), 50$
$C_{t}(\partial \mathcal{O}), 39$
$H(\operatorname{curl0}, \mathcal{O}), 49$
H(curl, $\mathcal{O}), 49$
$H($ curl, div0, $\mathcal{O}), 49$
H(curl, div, $\mathcal{O}$ ), 49
$H(\operatorname{div} 0, \mathcal{O}), 48$
$H(\operatorname{div}, \mathcal{O}), 48$
$H^{m}(\mathcal{O}), 40$
$H^{-1 / 2}(\operatorname{curl}, \Gamma), 50$
$H^{-1 / 2}(\operatorname{curl}, \Gamma), 50$
$H^{-1 / 2}(\operatorname{div}, \Gamma), 50$
$H^{-\mathrm{s}}(\Gamma), 42$
$H_{t}^{-\mathrm{s}}(\Gamma), 50$
$H^{-s}(\mathcal{O}), 41$
$H^{1 / 2}(\operatorname{curl}, \Gamma), 50$
$H^{1 / 2}(\operatorname{div}, \Gamma), 50$
$H^{1}(\operatorname{curl}, \mathcal{O}), 50$
$H^{1}(\operatorname{div}, \mathcal{O}), 50$
$H^{\mathrm{s}}(\Gamma), 42$
$H^{\mathrm{s}}(\mathcal{O}), 41$
$H_{0}^{\mathrm{s}}(\Gamma), 42$
$H_{0}^{\mathrm{s}}(\mathcal{O}), 41$
$H_{t}^{\mathrm{s}}(\Gamma), 50$
$H_{0}($ curl, div, $\mathcal{O}), 49$
$H_{0}(\operatorname{curl} 0, \mathcal{O}), 49$
$H_{0}(\operatorname{curl}, \mathcal{O}), 49$
$H_{0}(\operatorname{div} 0, \mathcal{O}), 48$
$H_{0}(\operatorname{div}, \mathcal{O}), 48$
$H_{0}^{m}(\mathcal{O}), 40$
$H_{n}^{1}(\mathcal{O}), 50$
$H_{t}^{1}(\mathcal{O}), 50$
$L^{2}(\Omega, \mathscr{F}, P ; \mathbb{H}), 45$
$L_{n}^{2}(\Gamma), 50$
$L_{t}^{2}(\Gamma), 50$
$L^{p}(I, V), 43$
$L^{p}(\mathcal{O}), 39$
$T_{\mathrm{LR}}^{2}\left(S^{2}\right), 132$
$W^{0, p}(\mathcal{O}), 40$
$W^{1, p, q}\left(I, V_{1}, V_{2}\right), 44$
$W^{\mathbf{s}, p}(\mathcal{O}), 41$
$W^{m, p}(\mathcal{O}), 40$
$\mathfrak{X}_{\mathrm{M}}, 57$
$\mathfrak{X}_{1}, 56$
$\mathfrak{X}_{2}, 56$
$\mathbb{X}, 56$
$\mathbb{X}_{\mathrm{M}}, 56$
X, 56
$\mathbb{T}_{\mathbb{R}}^{2}\left(S^{2}\right), 130$
$\mathcal{C}([0, T] ; \mathbb{H}), 45$
$\mathcal{D}^{\prime}(\mathcal{O}), 39$
Lebesgue-Bochner, 43
compact embeddings, 53
decomposition
$\left(L^{2}(\mathcal{O})\right)^{3}, 52$
normal, tangential, 53
decompositions, 52-53
for electromagnetics, 48-51
Lebesgue, 39
random fields, 44
Sobolev, 40

Sobolev-Bochner, 44
Spherical Bessel functions, first kind, 96
Spherical Bessel functions, second kind, 96
Spherical Hankel function, first kind, 96
Spherical representation
Beltrami fields, 96
Spherical waves, 120
State space, 12
Stationary random variable, 277
Stochastic partial differential equations (SPDEs), 34
Stratton-Chu integral representation, 99, 106
Strong solutions, 154
existence, 155
stochastic, 252 existence, 254
Superposition, incident electric fields, 133
Susceptibility kernel, $\mathrm{G}_{\mathrm{d}}, 14$

T-matrix
far-field operator, 120
Tangential differential operators
definitions, 47
properties, 55
Tellegen constitutive relations, 19
Theorem
analytic Fredholm, 305
Arzelà-Ascoli, 303
Atkinson-Wilcox, 114, 124
Banach contraction, 312
Banach-Steinhaus, 308
Birkhoff ergodic, 333
Burkholder-Davis-Gundy inequalities, 323
Céa's lemma, 81
chain rule in Banach spaces, 297
compensated compactness, 329
div-curl lemma, 329
divergence, 46
Eberlein-Šmulian, 296
Fredholm alternative, 305
Friedrichs' inequality, 40
Gauss divergence, 18
general scattering, 117, 119, 121
generalised Gronwall's inequality, 315
Green's formulae, 46, 55
Gronwall's inequality, 314
Hahn-Banach, 293
Hilbert-Schmidt, 305
Hille-Yosida, 309
Itō integral, 321
Itō's lemma, 324
Lax-Milgram, 313
Lebesgue dominated convergence vector-valued, 299

Leray-Schauder alternative, 313
martingale reperesentation, 326
optical, 117
Poincaré lemma, 55
Poynting, 16
principle of uniform boundedness, 308
reciprocity principle, 119
Rellich-Kondrachov, 53
Riesz representation, 294
Riesz-Schauder, 305
Schauder fixed point, 312
Sobolev embedding, 41
fractional order, 42
spectral, 301
Stone, 310
Stone's formula, 301
Young inequality for Lebesgue-Bochner spaces, 43
Total cross section, 116
Trace operators, 46
normal, 46
tangential, 46
tangential components, 46
Trace spaces, 50
Traces, 51-52
properties, 52
Transmission conditions, 26
Transmission problem
achiral scatterer, achiral environment, 91
achiral scatterer, chiral environment, 91
chiral scatterer, achiral environment, 91
boundary integral equations, 106
existence uniqueness, 99
chiral scatterer, chiral environment, 91 existence uniqueness, 99
Transmission problems, 25
Trkalian flow, 86
Twersky notation, 119
Waveguides, 140
Weak formulation
eigenvalue problem, 69
exterior time-harmonic problem, 75
interior time-harmonic problem, 63
Weak solutions, 153
existence, 154
stochastic, 251
existence, 252
Wiener process, 33
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[^0]:    ${ }^{1}$ The ancient Greek word for amber is $\dot{\eta} \lambda \varepsilon \kappa \tau \varrho o \nu$, pronounced "ílectron", meaning "shining".
    ${ }^{2}$ The Greek word for magnet is $\mu \alpha \gamma \nu \dot{\eta} \tau \eta \varsigma$, pronounced "magnítis". It originates from Mágnites, a tribe that inhabited - from the tenth century B.C. - the southeastern area (still called Magnesía) of central Greece. In the seventh century B.C. the tribe established two colonies (both bearing the name Magnesía) in Asia Minor; in the region of one of them natural magnetic minerals could be found and were called magnesian stones.

[^1]:    ${ }^{3}$ A problem is well posed in the sense of Hadamard [177] if (a) a solution exists and is unique for the class of data of interest, and (b) the solution depends continuously on the data.

[^2]:    ${ }^{4} \mathrm{~A}$ stochastic process is one referring to systems whose subsequent state is determined both by the process's predictable actions and by an unpredictable random element.

[^3]:    ${ }^{1}$ The very fashionable term metamaterials refers to a wide class of complex media. A thorough discussion on the use and meaning of this term can be found in [383].
    ${ }^{2}$ For more details see [384], on which the following discussion of the notions of handedness is based.
    ${ }^{3}$ Recall that for a three-dimensional travelling plane wave $\Psi(t, x)=A \cos (K \cdot x-\varpi t+$ $\phi$ ), with position vector $x \in \mathbb{R}^{3}$, at time $t>0$, of angular frequency $\varpi$, amplitude $A$, and "phase offset" $\phi$, the vector $K$ is the "wave vector" and its magnitude is the angular wave number $|K|=2 \pi / \lambda, \lambda$ being the wavelength.
    ${ }^{4}$ See Section 5.2.

[^4]:    ${ }^{5}$ See Section 5.2.
    ${ }^{6}$ In a much more general setting, "mirror symmetry" is an example of a phenomenon known as duality, which occurs when two seemingly different physical systems are isomorphic in a nontrivial way. The nontriviality of this isomorphism makes quantum corrections necessary. In mathematics, an analogy is the Fourier transform: a local concept as the multiplication of two functions is equivalent to a convolution product, requiring integration over the whole space. Finding such dualities leads to solving complicated physical questions in terms of simple ones in the dual framework. A deep understanding of the inner mechanisms of duality symmetries is, in general, not yet feasible, with one exception: mirror symmetry. A mathematical framework to rigorise physical statements is already in an advanced stage of development. An excellent source elaborating aspects of this theory for physicists and mathematicians is [194].

    7 "I call any geometrical figure, or group of points, chiral, and say that it has chirality, if its image in a plane mirror, ideally realized, cannot be brought to coincide with itself" ([234], p. 619).

[^5]:    ${ }^{8}$ From the Latin words dexter meaning right and laevus meaning left.
    ${ }^{9}$ See Chiral Polyhedra, by E. W. Weisstein, in the framework of "The Wolfram Demonstrations Project" (http://demonstrations.wolfram.com/ChiralPolyhedra/).
    ${ }^{10}$ The DNA double helix is a spiral polymer of nucleic acids, held together by nucleotides that base pair together. In B-DNA, the most common double helical structure, the double helix is right-handed. Z-DNA is another of the many possible double helical structures of DNA. It is a left-handed double helical structure in which the double helix winds to the left in a zig-zag pattern. A-DNA is yet another of the possible double helical structures of DNA. A-DNA is thought to be one of three biologically active double helical structures, along with B- and Z-DNA. It is a right-handed double helix fairly similar to the B-DNA form, but with a shorter, more compact helical structure.
    ${ }^{11}$ From the Greek prefix $\delta v \sigma-$ (dys-) meaning "difficult", "bad" or "ill" (it appears in many medical terms, e.g., dyspepsia, dysphagia, dyspnoea, etc.), and the word $\sigma v \mu \mu \varepsilon \tau \varrho i \alpha$, ("symmetry").

[^6]:    ${ }^{12}$ With Sir J. W. Cornforth.
    ${ }^{13}$ In chemistry, enantiomers (from the Greek words $\epsilon \nu \dot{\alpha} \nu \tau \iota \circ \varsigma$, meaning "opposite", and $\mu \dot{\epsilon} \varrho o \varsigma$, meaning "part" or "portion") are stereoisomers that are nonsuperimposable complete mirror images of each other.

[^7]:    ${ }^{1}$ Especially in the case of linear constitutive relations.

[^8]:    ${ }^{2}$ Some authors use the constitutive relations in the form $D=D(E, B), H=H(E, B)$.

[^9]:    ${ }^{3}$ The explicit dependence on the spatial variable $x$ is omitted and it is considered that both $u, j$ are functions mapping $t$ into vector fields $u(t, x), j(t, x)$ containing the explicit spatial dependence, which is suppressed. The operator $M$ acts on the spatial part of the function $u$. Furthermore, the boundary conditions are included in the choice of function space that acts as the state space of the system and the definition of the operator M. In fact, equation (2.9) is considered an ordinary differential equation (ODE) in a properly selected function space setting. This is the approach adopted in this book.

[^10]:    ${ }^{4}$ The concept of causality is a very delicate concept that has generated extensive epistemological and philosophical discussion.

[^11]:    ${ }^{5}$ See Chapter 3, Section 3.2.1.

[^12]:    ${ }^{6}$ A concise introduction to dyadic analysis is included in Appendix D.
    ${ }^{7}$ This theorem was independently discovered by J. H. Poynting, O. Heaviside and N. A. Umov.

[^13]:    ${ }^{9}$ Recall that $u=\left(u_{1}, u_{2}\right)^{t r}=(E, H)^{t r}$.
    ${ }^{10}$ We use the symbol $\varpi$ instead of the usual symbol $\omega$ for the angular frequency because the latter will be used to denote an element of the sample space $\Omega$ in subsequent chapters referring to random media and stochastic problems.
    ${ }^{11}|\cdot|$ denotes the modulus of a complex number and $\|\cdot\|$ denotes the Euclidean norm in $\mathbb{C}^{6}$.

[^14]:    ${ }^{12}$ Care should be taken to avoid confusion regarding the use of the symbols $\kappa, \chi$ and $\xi_{\mathfrak{F}}, \zeta_{\mathfrak{F}}$ for the corresponding media parameters. In [289] the symbols $\kappa$, $\chi$ have the reverse meaning of the one we employ here; the authors of [289] adopted the notation employed in (2.19) in their publications some years after their book appeared. The current notation is more natural (since the term chirality comes from the word "hand" in Greek, and this word begins with the letter $\chi$ ), and is nowadays used by many authors.

[^15]:    ${ }^{13}$ The explicit dependence of a random field $\mathfrak{s}$ on the particular realisation of the experiment $\omega$ will be denoted either by $\mathfrak{s}_{\omega}(t)$ or by $\mathfrak{s}(t, x, \omega)$, which is a more common notation.

[^16]:    ${ }^{14}$ As we have done for the linear part, to be consistent with the standard notation adopted in the vast literature on linear problems.

[^17]:    ${ }^{15}$ After dropping the subscripts DBF.

[^18]:    ${ }^{16}$ As we will later see, $\gamma_{-}=k(1-\beta k)^{-1}$ and $\gamma_{+}=k(1+\beta k)^{-1}$ are the two wave numbers inherent in this problem.

[^19]:    ${ }^{17}$ More general boundary conditions can be considered as long as they are nondissipative; see [334].

[^20]:    ${ }^{18}$ Similar to the one that would arise if a linear Ohm's law were adopted for $j$.

[^21]:    ${ }^{19}$ As a simple example, take the sequence of functions $\phi^{\epsilon}(x)=\sin \left(\frac{x}{\epsilon}\right)$, which does not converge in the usual topology of $\mathbb{R}$ as $\epsilon \rightarrow 0$. However, the integral $\int_{I} \psi(x) \phi^{\epsilon}(x) d x$ converges as $\epsilon \rightarrow 0$, for any function $\psi$ and any interval $I$. This convergence is identified as the weak star convergence for the particular example. For a thorough discussion of this topic, see, e.g., [97].

[^22]:    ${ }^{20}$ So that $\mathcal{K} \star u=\int_{0}^{t}\left(\mathcal{K}^{\prime} \star u\right)(s) d s$, where we have assumed without loss of generality that $\mathrm{G}_{\mathrm{d}}(0, x)=0$.

[^23]:    ${ }^{21}$ The abbreviation a.s. stands for almost surely.

[^24]:    ${ }^{1}$ We are fully aware that this chapter is somewhat "dry", but it is clear that otherwise a whole book should be written; we have no intention of undertaking such a burden, especially since the excellent books [91] and [126] are certainly much more than adequate. Nevertheless, we believe that it is convenient for the reader to have at her or his disposal the material of this chapter collected in one place.

[^25]:    ${ }^{2}$ This space is larger than $C^{k}(\overline{\mathcal{O}})$ since its elements are not necessarily uniformly continuous in $\mathcal{O}$.
    ${ }^{3}$ The concept of essential supremum (respectively, essential infimum) is related to the notion of supremum (respectively, infimum); the former is more relevant in measure theory, where one often deals with statements that are not valid everywhere (i.e., for all elements in a set), but rather almost everywhere (i.e., except on a set of measure zero). To be precise, let $\mathscr{S}$ be a $\sigma$-algebra over a set $X$ and $\mu: \mathscr{S} \rightarrow \mathbb{R} \cup\{ \pm \infty\}$ be a measure; in the measure space $(X, \mathscr{S}, \mu)$ let $f: X \rightarrow \mathbb{R}$ be a not necessarily measurable function. A real number $a$ is called an upper bound for $f$ if $f(x) \leq a$ for all $x \in X$, that is, if $\{x \in X: f(x)>a\}=\emptyset$. In contrast, $a$ is called an essential upper bound if the set $\{x \in X: f(x)>a\}$ is contained in a set of measure zero, that is to say, if $f(x) \leq a$ for almost all $x \in X$. Then, in the same way as the supremum of $f$ is defined to be the smallest upper bound, the essential supremum is defined as the smallest essential upper bound. More formally, the essential supremum of $f$ is defined by ess $\sup f=\inf \{a \in \mathbb{R}: \mu(\{x: f(x)>a\})=0\}$ if the set of essential upper bounds, $\{a \in \mathbb{R}: \mu(\{x: f(x)>a\})=0\}$, is nonempty, and ess $\sup f=+\infty$ otherwise.

[^26]:    ${ }^{4}$ The case $k=1$ refers to Lipschitz boundaries.
    ${ }^{5} \psi_{j} \in C_{0}^{k-1,1}\left(\mathcal{W}_{j}\right)$, such that $\sum_{j} \psi_{j}(x)=1$ for all $x \in \Gamma$.

[^27]:    ${ }^{6}$ See Section A.3.2 in Appendix A.

[^28]:    ${ }^{7}$ See Section A. 1 in Appendix A.

[^29]:    ${ }^{8}$ The vector analysis symbols are often used, namely, $\nabla u, \nabla \cdot v$ and $\nabla \times w$, instead of $\operatorname{grad} u, \operatorname{div} v$ and curl $w$, respectively. In this book we employ the latter.

[^30]:    ${ }^{9}$ The symbol $\langle\cdot, \cdot\rangle$ on the left-hand side corresponds to the surface integral of the dot product of the involved vector fields, whereas the symbol $\langle\cdot, \cdot\rangle$ on the right-hand side corresponds to the surface integral of the (usual) product of the involved scalar fields.
    ${ }^{10}$ The symbol $\langle\cdot, \cdot\rangle$ on the left-hand side corresponds to the surface integral of the (usual) product of the involved scalar fields, whereas the symbol $\langle\cdot, \cdot\rangle$ on the right-hand side corresponds to the surface integral of the dot product of the involved vector fields.

[^31]:    ${ }^{11}$ For the definition of $H_{l o c}^{1}(\mathcal{O})$, see Section 3.4.12 below.

[^32]:    ${ }^{12}$ See Section A. 1 in Appendix A.

[^33]:    ${ }^{13}$ It is not known whether this regularity condition is optimal [91]. This comment applies wherever $C^{1,1}$ regularity is assumed in this section.

[^34]:    ${ }^{1}$ These problems will be treated in detail in Chapters 5 and 6 , where scattering problems in homogeneous chiral media are studied.

[^35]:    ${ }^{2}$ For the definition of the trace space $H^{-1 / 2}(\operatorname{div}, \partial \mathcal{O})$, see Section 3.4.10.

[^36]:    ${ }^{3}$ See Section 3.8.3.

[^37]:    ${ }^{4}$ In particular, for $\beta=0$ this is statement 5 of Theorem 3.7.5, while for $\beta \neq 0$, it follows from statement 4 of the same theorem due to the assumed regularity on $\varepsilon$.

[^38]:    ${ }^{5}$ Concerning the use of mixed variational formulations of boundary value problems, see [46].
    ${ }^{6}$ See Section 3.7.

[^39]:    ${ }^{7}$ See Appendix A, Section A. 10.
    ${ }^{8}$ See Appendix A, Section A.6.
    ${ }^{9}$ This operator is related to the bilinear form $a^{(\beta)}$ as follows: $a^{(\beta)}(E, \psi)=:\left\langle L^{(\beta)} E, \psi\right\rangle$, for all $\psi \in H_{0}(\operatorname{curl}, \mathcal{O})$.

[^40]:    ${ }^{10}$ See Section 3.6.1.
    ${ }^{11}$ See Theorem 3.2.1 in Section 3.2.2.

[^41]:    ${ }^{12}$ See Appendix A, Section A.10.
    ${ }^{13}$ See Section 3.7.

[^42]:    ${ }^{14}$ The interior Calderón operator can be analogously defined ([91]); special care is needed in this case regarding whether $\varpi^{2} \varepsilon \mu$ is an eigenvalue of a corresponding selfadjoint operator.

[^43]:    ${ }^{15}$ The set $\left\{\mathrm{K}_{h}\right\}$ of bounded linear operators, $\mathrm{K}_{h}: \mathbb{H} \rightarrow \mathbb{H}$, is called collectively compact if for each bounded set $U \subset \mathbb{H}$, the image set $\left\{\mathrm{K}_{h} U\right\}$ has compact closure (is relatively compact).

[^44]:    ${ }^{1}$ In this context, flows defined by Beltrami fields are often called Trkalian flows; see [270].

[^45]:    ${ }^{2}$ The theory of the achiral scatterer in an achiral environment transmission problem is well developed and known; see, e.g., [103], [106].
    ${ }^{3}$ In determining the concentration of blood glucose.
    ${ }^{4}$ The atmosphere of Titan (the biggest satellite of Saturn) is expected to be characterised by a chiral turbid medium.

[^46]:    ${ }^{5}$ Because of the strong singularity of the kernel the integral in the definition of $D_{k}$ has to be interpreted as a Cauchy principal value integral. Let us briefly recall (see, e.g., [305]) the definition in a simple case: let $f \in C^{0, \theta}([a, b])$ and $x \in(a, b)$. The Cauchy principal value integral is defined as $\mathrm{pv} \int_{a}^{b} \frac{f(t)}{x-t} d t:=\lim _{\epsilon \rightarrow 0}\left(\int_{a}^{x-\epsilon} \frac{f(t)}{x-t} d t+\int_{x+\epsilon}^{b} \frac{f(t)}{x-t} d t\right)$. If $f \in C^{1}([a, b])$, we have that $\mathrm{pv} \int_{a}^{b} \frac{f(t)}{x-t} d t=f(a) \ln (x-a)-f(b) \ln (b-x)+\int_{a}^{b} f^{\prime}(t) \ln |x-t| d t$. Further, if $f \in C^{1, \theta}([a, b])$, we have $\frac{d}{d x}\left(\operatorname{pv} \int_{a}^{b} \frac{f(t)}{x-t} d t\right)=\frac{f(a)}{x-a}+\frac{f(b)}{b-x}+\operatorname{pv} \int_{a}^{b} \frac{f^{\prime}(t)}{x-t} d t$.
    ${ }^{6}$ Consider the Banach space $C(\partial \mathcal{O})$ of complex-valued functions on $\partial \mathcal{O}$ equipped with the maximum norm, and the boundary integral operator C : $C(\partial \mathcal{O}) \rightarrow C(\partial \mathcal{O})$ defined by $(\mathrm{C} \phi)(x):=\int_{\partial \mathcal{O}} \mathrm{k}(x, y) \phi(y) d s(y), x \in \partial \mathcal{O}$. The kernel k is said to be weakly singular if it is defined and continuous for all $x, y \in \partial \mathcal{O}, x \neq y$, and there exist positive constants $c$ and $\alpha \in(0,2]$ such that for all $x, y \in \partial \mathcal{O}, x \neq y$, we have $|\mathrm{k}(x, y)| \leq c|x-y|^{\alpha-2}$. Then it is well known (see, e.g., Theorem 2.6 in [103]) that, under the assumption that the kernel k is either continuous or weakly singular, the operator C is compact.

[^47]:    ${ }^{7}$ For an introduction to potential theory see [124].

[^48]:    ${ }^{8}$ In [323], the chiral scatterer in achiral environment transmission problem is studied for a scatterer of less smooth boundary than the one considered here, and in $L^{p}$-based Sobolev spaces.

[^49]:    ${ }^{9}$ Let us note that these functions are closely related to the vector wave functions introduced by Hansen which in [325], are denoted by C, B, P, respectively.
    ${ }^{10}$ They are closely related to the vector wave functions which are, respectively, denoted by $\mathbf{M}, \mathbf{N}$, in [325]. In fact, there is also a third normalised outgoing spherical vector wave function, $\boldsymbol{\psi}_{3 \sigma m \ell}($ or $\mathbf{L}$ ), but since it is mainly useful in elastodynamics we omit its definition here and instead refer to [71], [325].

[^50]:    ${ }^{11}$ The compactness of the embedding $H_{t}^{3 / 2}(\partial \mathcal{O}) \stackrel{c}{\hookrightarrow} H^{1 / 2}(\operatorname{div}, \partial \mathcal{O})$ follows from Theorem 3.7.4 and the definition (see Section 3.4.11) of the space $H^{1 / 2}(\operatorname{div}, \partial \mathcal{O})$.

[^51]:    ${ }^{1}$ The incident field $v^{\text {inc }}(x)$ is assumed to be either plane of the form $\exp (i k \widehat{k} \cdot x)$, where $\widehat{k}$ is the direction of propagation, or spherical due to a point source at $x_{0}$ of the form $\exp \left(\mathrm{i} k\left|x-x_{0}\right|\right) /\left(\mathrm{i} k\left|x-x_{0}\right|\right)$. In the former case the incident wave is defined for all $x \in \mathbb{R}^{3}$ and satisfies (6.1) for all $x \in \mathbb{R}^{3}$, but does not satisfy (6.2). In the latter, the incident field satisfies (6.2) but is a solution of (6.1) only in $\mathbb{R}^{3} \backslash\left\{x_{0}\right\}$.
    ${ }^{2}$ This can be either the Dirichlet or the Neumann or the Robin condition.

[^52]:    ${ }^{3}$ Or scattering amplitude, or scattering coefficient, or radiation pattern, or radiation function.

[^53]:    ${ }^{4}$ Recall that the field due to a point source at $x_{0}$ is given by $e^{\mathrm{i} k\left|x-x_{0}\right|} /\left(\mathrm{i} k\left|x-x_{0}\right|\right)$.
    ${ }^{5}$ Also known as the forward scattering theorem or the fundamental extinction theorem.

[^54]:    ${ }^{6}$ Let us note that $\{\cdot, \cdot\}_{\partial \mathcal{O}}$ is related to the reciprocity gap functional which has recently found many applications in inverse problems in acoustics, electromagnetics and linear elasticity in connection with the linear sampling method (see Section 6.7.4).

[^55]:    ${ }^{7}$ As usual, $\widehat{r}, \widehat{\theta}, \widehat{\varphi}$ are the unit vectors of the spherical coordinate system.

[^56]:    ${ }^{8} \mathrm{CP}$ stands for "circularly polarised".

[^57]:    ${ }^{9} \mathbb{T}_{\mathrm{L}}^{2}\left(S^{2}\right)+\mathbb{T}_{\mathbb{R}}^{2}\left(S^{2}\right)$ is shown to be a direct sum in Lemma 3.2 of [30].

[^58]:    ${ }^{10}$ This is a constrained optimisation method for solving the inverse problem seeking an optimal solution in the orthogonal complement of the closure of the set of far-field patterns. This leads to reducing the problem of solving an exterior scattering problem to that of an interior boundary value problem, in view of Herglotz wave functions.
    ${ }^{11}$ We use the notation of Section 6.3.

[^59]:    ${ }^{12}$ That is, we consider a family of domains $\mathcal{O}(\mathfrak{r})$, in the vicinity of the original domain $\mathcal{O}_{0}$ all of which are parametrised in terms of $\partial \mathcal{O}_{0}$ using $\Gamma(\mathfrak{r}):=\partial \mathcal{O}(\mathfrak{r}):=$ $\left\{x+\mathfrak{r}(x): x \in \partial \mathcal{O}_{0}\right\}$ for various choices of $\mathfrak{r}$.
    ${ }^{13}$ Recall that $\mathrm{A}_{\mathrm{L}, \mathrm{R}}:=\gamma_{\mathrm{eL}} \mathrm{M}\left(\gamma_{\mathrm{eL}}\right)+\gamma_{\mathrm{eR}} \mathrm{M}\left(\gamma_{\mathrm{eR}}\right)+\mathrm{N}\left(\gamma_{\mathrm{eL}}\right)-\mathrm{N}\left(\gamma_{\mathrm{eR}}\right)$, which clearly depends on the choice of $\partial \mathcal{O}(\mathfrak{r})$.

[^60]:    ${ }^{15}$ His name often appears as either Théodoresco or Theodoresco.
    ${ }^{16}$ A function $f$ satisfying this equation is called $\mathfrak{D}$-holomorphic, hyperholomorphic, or monogenic.

[^61]:    ${ }^{17}$ These operators permit a factorisation of the three-dimensional Helmholtz operator, exactly as the operators $\partial$ and $\bar{\partial}$ factorise the two-dimensional Laplacian. This observation has played a sine qua non rôle in the development of modern quaternionic analysis. For details, see [174].
    ${ }^{18}$ These ideas work in higher dimensions, as well: the skew field of quaternia is then replaced by an appropriate Clifford algebra (see, e.g., [175]).

[^62]:    ${ }^{19}$ The linear sampling method (LSM), introduced by Colton and Kirsch in 1996, is the oldest and most developed of the qualitative methods in inverse scattering theory. It is based on solving a linear integral equation and then using the equation's solution as an indicator function for the determination of the support of the scattering object. For the LSM in electromagnetics, introduced by Haddar and Monk in 2002, see [84].

[^63]:    ${ }^{1}$ In general, e.g., in nonlinear problems, in place of the inner product the duality pairing between the involved spaces should appear.
    ${ }^{2}$ In view of Remark 7.4.3, "weakly" can be replaced by "mildly".

[^64]:    ${ }^{3}$ Taking into account as well the absolute continuity of $u(t)$ on $[0, T]$.

[^65]:    ${ }^{4}$ In fact, $u_{m}$ inherits the regularity of the above-mentioned data of the problem, that is, $u_{m} \in W^{r, 1}\left((0, T), \mathbb{R}^{m}\right)$, as long as $K \in W^{r, 1}\left((0, T), \mathbb{R}^{m \times m}\right)$ and $\int^{t} j(s) d s \in$ $W^{r, 1}\left((0, T), \mathbb{R}^{m}\right)$.
    ${ }^{5}$ And taking into account the obvious estimate $\left\|j_{m}\right\|_{L^{1}([0, T] ; \mathbb{X})} \leq\|j\|_{L^{1}([0, T] ; \mathbb{X})}<\infty$.

[^66]:    ${ }^{1}$ This choice is not restrictive; other choices are possible (e.g., the function spaces used in Chapter 7 may be used). However, we make this choice here to show some alternative results under modified assumptions on the properties of the fields.

[^67]:    ${ }^{2}$ In general the controllability problem does not have a unique solution unless an extra condition is required, that of choosing the control of minimal norm. This coincides with the control constructed by the Hilbert uniqueness method described above (see, e.g., [291].

[^68]:    ${ }^{3}$ In the sense that the norm of $\mathcal{B}^{\triangle} v$ is bounded by the norm $\mathcal{B}^{\nabla} v$ for any suitable $v$.

[^69]:    ${ }^{1}$ The effects of nonzero initial conditions are treated in detail in Section 9.5.2.

[^70]:    ${ }^{2}$ Clearly, $|Y|=\ell_{1} \ell_{2} \ell_{3}$ in the case where $Y=\left[0, \ell_{1}\right] \times\left[0, \ell_{2}\right] \times\left[0, \ell_{3}\right] \subset \mathbb{R}^{3}$.

[^71]:    ${ }^{3}$ Recall that the Laplace transform $\widehat{\mathfrak{s}}(p), p \in \mathbb{C}^{+}=\{p \in \mathbb{C}: \mathcal{R e} p>0\}$ of a function $\mathfrak{s}(t), t>0$, is defined as $\widehat{\mathfrak{s}}(p):=\int_{0}^{\infty} e^{-p t} \mathfrak{s}(t) d t$. For a complete account of the theory of the Laplace transform, readers are referred to the classical monograph [429].

[^72]:    ${ }^{4}$ The same notation (9.5) is employed for the submatrices $\varepsilon^{\epsilon}(x), \xi^{\epsilon}(x), \mu^{\epsilon}(x), \zeta^{\epsilon}(x)$ and their Laplace transforms $\varepsilon_{\mathfrak{L}}^{\epsilon}, \xi_{\mathfrak{L}}^{\epsilon}, \mu_{\mathfrak{L}}^{\epsilon}, \zeta_{\mathfrak{L}}^{\epsilon}$ with respect to $t$, as for the matrices $\mathrm{A}_{\mathrm{or}}^{\epsilon}(x), \mathrm{G}_{\mathrm{d}}^{\epsilon}(x)$.

[^73]:    ${ }^{5}$ In similar spirit as for the Maxwell equations in Section 9.3.
    ${ }^{6}$ The general solution contains a term related to the curl ${ }_{y}$ of a vector field; this is omitted here for simplicity but is fully taken into account in the subsequent rigorous analysis of the problem.

[^74]:    ${ }^{7}$ The argument is similar to the one used in the proof of Proposition 9.4.16.

[^75]:    ${ }^{8}$ Antonić [15] deals with the dielectric case where $\mathrm{A}_{\text {or }}$ is a block diagonal matrix with spatially dependent (periodic) coefficients, while dispersive terms are absent.

[^76]:    ${ }^{1}$ Which has been developed independently of any scattering aspects.

[^77]:    ${ }^{2}$ For example, $L^{2}\left(\mathbb{R}^{3}\right)$ in the case of the Helmholtz equation or $\left(L^{2}\left(\mathbb{R}^{3}\right)\right)^{3} \times\left(L^{2}\left(\mathbb{R}^{3}\right)\right)^{3}$ in the case of the Maxwell system.

[^78]:    ${ }^{3}$ See Section 5.7.4.

[^79]:    ${ }^{4}$ For a general introduction to time-dependent scattering theory, see [377].

[^80]:    ${ }^{1}$ These assumptions on the nonlinearity $B_{A} N(v) v$ are very reasonable and hold for, e.g., polynomial-type nonlinearities.
    ${ }^{2}$ The value of $\alpha$ may depend on $M$ and by proper choice of $M, \alpha$ may be chosen as small as possible.

[^81]:    ${ }^{3}$ This assumption is used for simplicity and can be relaxed.

[^82]:    ${ }^{4}$ This result follows from the weak compactness of bounded sets in reflexive spaces (see Section A. 2 in Appendix A).

[^83]:    ${ }^{1}$ We use the term random field here in the standard fashion employed in the probability literature, i.e., to denote a stochastic process with a multidimensional index set.

[^84]:    ${ }^{2}$ Linearly or not.

[^85]:    ${ }^{3}$ See Theorem A.8.12 in Appendix A. Recall also that $\mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(t) \mathrm{M}_{\mathrm{A}} u=\mathrm{M}_{\mathrm{A}} \mathrm{T}_{\mathrm{M}_{\mathrm{A}}}(t)$ for all $u \in D\left(\mathrm{M}_{\mathrm{A}}\right)$.

[^86]:    ${ }^{4}$ See Theorem B.6.1 in Appendix B.

[^87]:    ${ }^{5}$ Recall that $H_{\ell}(x):=(-1)^{\ell} e^{x^{2} / 2} \frac{d^{\ell}}{d x^{\ell}} e^{-x^{2} / 2}$.
    ${ }^{6}$ This space coincides with $L^{2}\left([0, T] ; L^{2}(\Omega, \mathfrak{F}, P ; \mathbb{H})\right.$ ) under certain circumstances (see [439]).

[^88]:    ${ }^{7}$ Coloured noise is a Gaussian process that does not have independent increments. The "colour" of the noise characterises this dependence and is related to the spectral properties of the noise signal. White noise is considered to be the limit where independence of increments is recovered.

[^89]:    ${ }^{8}$ This was one of the reasons we chose to employ fixed point arguments for the study of linear media.

[^90]:    ${ }^{1}$ The case where $N=\infty$ may be considered with minor technical modifications.

[^91]:    ${ }^{2}$ These processes are adapted to the filtration $\mathfrak{F}=\left\{\mathscr{F}_{t}\right\}_{t \in[0, T]}$.

[^92]:    ${ }^{3}$ In 1939, Torsten Carleman introduced some energy estimates with exponential weights to prove a uniqueness result for a class of PDEs with smooth coefficients in dimension two. This type of estimates, now referred to as "Carleman estimates", or "Carleman inequalities", were generalised and systematised by Lars Hörmander in 1963 (and others later) for a large class of differential operators in arbitrary dimensions. More recently, the field of applications of Carleman estimates has exceeded by far the original domain they had been introduced for, i.e., a quantitative result for unique continuation. They are also extensively used in the study of inverse problems and control theory for PDEs, and more recently in stochastic differential equations. The existing bibliography on Carleman estimates is very extended; the main ideas can be found, e.g., in [280].

[^93]:    ${ }^{4}$ We have taken into account that $\mathrm{M}_{\mathrm{A}}^{*}=-\mathrm{M}_{\mathrm{A}}$.

[^94]:    ${ }^{1}$ This is a very general setting that allows us to bypass (by resorting to the ergodic theorem and stationarity properties) certain technical difficulties arising in the study of spaces of random fields such as the lack of the standard compact Sobolev embedding theorems for $L^{2}(\Omega, P, \mu)$, where $(\Omega, P, \mu)$ is a general probability space. Such embeddings are important, among others, for the well posedness of the cell equations (see, e.g., [279]).

[^95]:    ${ }^{2}$ As this would imply that the random variable $F$ is measurable with respect to the null $\sigma$-algebra $\mathscr{F}_{0}=\mathscr{O}=\{\emptyset, \Omega\}$, which implies that $F$ is a constant function.
    ${ }^{3}$ That is, for each $x \in \mathbb{R}^{3}, \omega \in \Omega$ we get a random realisation $u(x, \omega) \in X$, e.g., $X \in \mathbb{R}^{6}$ is we think of the electromagnetic field, or $X \in \mathbb{R}^{6 \times 6}$ if we think of the medium parameters.

[^96]:    ${ }^{4}$ We use the subscript $\omega$ to emphasise the randomness.
    ${ }^{5}$ We also make the technical assumptions $\operatorname{ess} \inf _{\omega \in \Omega, x \in \mathbb{R}^{3}}[\operatorname{det}(\operatorname{grad} \Phi(x, \omega)]>0$, ess $\sup _{\omega \in \Omega,} x \in \mathbb{R}^{3} \operatorname{grad}|\Phi(x, \omega)|<\infty$.

[^97]:    ${ }^{6}$ Making explicit use of the stationarity hypothesis.

[^98]:    ${ }^{1}$ Recall that two norms $\|\cdot\|$ and $\|\|\cdot\|\|$ on a vector space $X$ are equivalent if $c\|v\| \leq$ $\|\|v\|\| \leq C\|v\|, \forall x \in X$, where $c, C$ are constants.
    ${ }^{2}$ Recall that for $s \geq 0, H^{s}\left(\mathbb{R}^{n}\right):=\left\{u \in L^{2}\left(\mathbb{R}^{n}\right):\left(1+|z|^{2}\right)^{s / 2} \widetilde{u}(z) \in L^{2}\left(\mathbb{R}^{n}\right)\right\}$, with $(u, v)_{H^{s}\left(\mathbb{R}^{n}\right)}=\int_{\mathbb{R}^{n}}\left(1+|z|^{2}\right)^{s} \widetilde{u}(z) \widetilde{v}(z) d z$, where $\widetilde{u}$ denotes the Fourier transform of $u$. By $S^{\prime}\left(\mathbb{R}^{n}\right)$ we denote the tempered distributions in $\mathbb{R}^{n}$, i.e., the dual space of $S\left(\mathbb{R}^{n}\right)$, the rapidly decreasing functions in $\mathbb{R}^{n}$. Then $H^{-s}\left(\mathbb{R}^{n}\right)=\left\{f \in S^{\prime}\left(\mathbb{R}^{n}\right):\left(1+|z|^{2}\right)^{-s / 2} \widetilde{f}(z) \in\right.$ $\left.L^{2}\left(\mathbb{R}^{n}\right)\right\}$.

[^99]:    ${ }^{3}$ This follows from Theorem A.6.5.

[^100]:    ${ }^{4} C_{0}$ is the abbreviation for "Cesàro summable of order 0 ".

[^101]:    ${ }^{5}$ It is interesting to view this classical (1934) result in the recent framework of complementarity problems. Complementarity theory has deep relations with several chapters of fundamental mathematics, e.g., with fixed-point theory, theory of variational inequalities, topological degree, functional analysis, and theory of topological ordered vector spaces. Each complementarity problem is a mathematical model for several kinds of practical problems from economics, optimisation, game theory, engineering and mechanics. See, e.g., [207].

[^102]:    ${ }^{1}$ That is, the smaller $\sigma$-algebras that make these random variables measurable.

[^103]:    ${ }^{2}$ Continue á droite limites á gauche.

[^104]:    ${ }^{3}$ In the sense that there may not exist a $V$-valued random variable $X$ such that $\langle\check{W}(t, \omega), v\rangle=(X, v)$.

[^105]:    ${ }^{4}$ We omit the $n$ dependence on the intervals $\left(t_{m}, t_{m+1}\right.$ ] out of which we may construct $A_{k}^{(n)} \in \mathcal{P}_{T}$ from the right-hand side to ease notation.

[^106]:    ${ }^{5}$ That is, either $\mathbb{E}\left[\int_{0}^{T}\|\Phi(s)\|_{L_{2}^{0}}^{2} d s\right]<\infty$ or $P\left(\int_{0}^{T}\|\Phi(s)\|_{L_{2}^{0}}^{2} d s<\infty\right)=1$.
    ${ }^{6}$ See Section A.3.1, Appendix A.

[^107]:    ${ }^{1}$ The mean value is in general a random variable.
    ${ }^{2}$ That is, it is independent of $\omega \in \Omega$.

[^108]:    ${ }^{1}$ In this appendix, contrary to the notation adopted in the rest of the book, the (traditional) boldface notation is used for vectors.

[^109]:    ${ }^{2}$ The notation $\widetilde{\widetilde{\mathbf{A}}}$, and not the standard $\widetilde{\mathbf{A}}$, for a dyadic is adopted in this book, since the symbol tilde is reserved to denote the Fourier transform.

[^110]:    ${ }^{3}$ In this appendix, contrary to the notation adopted in the rest of the book, the notation $\nabla$ is used instead of grad for the gradient operator, and similarly for the other differential operators of vector and dyadic analysis.

